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Table S1. Results of KNN base classifier tuning on a stratified random 90/10 train/test split of the training dataset for each cross-validation fold.  

 

 

Table S2. Results of MLP base classifier tuning on a stratified random 90/10 train/test split of the training dataset for each cross-validation fold. 

 
 
 

Table S3. Results of RF base classifier tuning on a stratified random 90/10 train/test split of the training dataset for each cross-validation fold. 
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Figure S1. Comparison of the ChEMBL L2 protein classes   between the synthetic compound 

dataset and the natural product dataset. 
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Table S4. Results of 10-fold cross-validation on the synthetic compound dataset.



 5

 

 

 

Table S5. Model performance results on the natural product benchmark.  
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Figure S2. A histogram showing intra-target compound similarities. All pairwise compound 

similarities were calculated between the training compounds and themselves for each protein target 

label. The training compound set was obtained from a single cross-validation fold.  
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Figure S3. A histogram showing intra-target compound similarities. All pairwise compound 

similarities were calculated between the training compounds and the test set compounds for each 

protein target label. The training and test compound sets were obtained from a single cross-

validation fold.  
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Figure S4. A histogram showing intra-target compound similarities. All pairwise compound 

similarities were calculated between the training compounds and the natural product benchmark 

compounds for each protein target label. The training compound set was obtained from a single 

cross-validation fold.  
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Figure S5. Comparison of protein functional similarity measured by semantic similarity of 

molecular function gene ontology (GO) ID annotations for each protein UniProt ID. Sets of protein 

target labels, as UniProt IDs, were obtained from the coefficients of the logistic regression models 

that were trained to predict each protein target label in the KNN stacked model. (A) Distribution 

of the average semantic similarities of each protein target label set. (B) Distribution of p-values 

for the average similarity values of each group of protein target labels. The dashed red line is 

placed at the p-value 0.05.  80% of the protein target label sets had a p-value < 0.05. Significance 

of group similarity for each query group of labels was assessed by a permutation test.  
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Figure S6. Model performance for stratified 10-fold cross-validation on datasets containing 

various numbers of compound training records for each protein target label for the KNN classifier. 

For a single model, “Not Stacked” indicates that the probability predictions of the listed model 

were used directly. If more than one model is listed, the mean probabilities for each label were 

used. “Stacked” indicates that the probability predictions of the listed models were passed to the 

logistic regression to obtain the final predicted probabilities. Model performance as measured by 

(A) micro-averaged Area Under the Receiver Operating Characteristic (AUROC) curve, (B) 

micro-averaged Boltzmann-Enhanced Discrimination of Receiver Operating Characteristic 
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(BEDROC), (C) the fraction of compounds which yielded a true target as the top prediction, and 

(D) coverage error are shown.  
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Figure S7. Model performance for stratified 10-fold cross-validation on datasets containing 

various numbers of compound training records for each protein target label for the MLP classifier. 

For a single model, “Not Stacked” indicates that the probability predictions of the listed model 

were used directly. If more than one model is listed, the mean probabilities for each label were 

used. “Stacked” indicates that the probability predictions of the listed models were passed to the 

logistic regression to obtain the final predicted probabilities. Model performance as measured by 

(A) micro-averaged Area Under the Receiver Operating Characteristic (AUROC) curve, (B) 

micro-averaged Boltzmann-Enhanced Discrimination of Receiver Operating Characteristic 
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(BEDROC), (C) the fraction of compounds which yielded a true target as the top prediction, and 

(D) coverage error are shown. 
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Figure S8. Model performance for stratified 10-fold cross-validation on datasets containing 

various numbers of compound training records for each protein target label for the RF classifier. 

For a single model, “Not Stacked” indicates that the probability predictions of the listed model 

were used directly. If more than one model is listed, the mean probabilities for each label were 

used. “Stacked” indicates that the probability predictions of the listed models were passed to the 

logistic regression to obtain the final predicted probabilities. Model performance as measured by 

(A) micro-averaged Area Under the Receiver Operating Characteristic (AUROC) curve, (B) 

micro-averaged Boltzmann-Enhanced Discrimination of Receiver Operating Characteristic 
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(BEDROC), (C) the fraction of compounds which yielded a true target as the top prediction, and 

(D) coverage error are shown. 
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Figure S9. Model performance for stratified 10-fold cross-validation on datasets containing 

various numbers of compound training records for each protein target label for the KNN_MLP 

classifier. For a single model, “Not Stacked” indicates that the probability predictions of the listed 

model were used directly. If more than one model is listed, the mean probabilities for each label 

were used. “Stacked” indicates that the probability predictions of the listed models were passed to 

the logistic regression to obtain the final predicted probabilities. Model performance as measured 

by (A) micro-averaged Area Under the Receiver Operating Characteristic (AUROC) curve, (B) 

micro-averaged Boltzmann-Enhanced Discrimination of Receiver Operating Characteristic 
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(BEDROC), (C) the fraction of compounds which yielded a true target as the top prediction, and 

(D) coverage error are shown.  



 18

Figure S10. Model performance for stratified 10-fold cross-validation on datasets containing 

various numbers of compound training records for each protein target label for the MLP_RF 

classifier. For a single model, “Not Stacked” indicates that the probability predictions of the listed 

model were used directly. If more than one model is listed, the mean probabilities for each label 

were used. “Stacked” indicates that the probability predictions of the listed models were passed to 

the logistic regression to obtain the final predicted probabilities. Model performance as measured 

by (A) micro-averaged Area Under the Receiver Operating Characteristic (AUROC) curve, (B) 

micro-averaged Boltzmann-Enhanced Discrimination of Receiver Operating Characteristic 
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(BEDROC), (C) the fraction of compounds which yielded a true target as the top prediction, and 

(D) coverage error are shown.  
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Figure S11. Model performance for stratified 10-fold cross-validation on datasets containing 

various numbers of compound training records for each protein target label for the KNN_MLP_RF 

classifier. For a single model, “Not Stacked” indicates that the probability predictions of the listed 

model were used directly. If more than one model is listed, the mean probabilities for each label 

were used. “Stacked” indicates that the probability predictions of the listed models were passed to 

the logistic regression to obtain the final predicted probabilities. Model performance as measured 

by (A) micro-averaged Area Under the Receiver Operating Characteristic (AUROC) curve, (B) 

micro-averaged Boltzmann-Enhanced Discrimination of Receiver Operating Characteristic 



 21

(BEDROC), (C) the fraction of compounds which yielded a true target as the top prediction, and 

(D) coverage error are shown.  
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Figure S12. Model performance for stratified 10-fold cross-validation on the diverse target and 

kinase datasets for stacked classifiers. Model performance as measured by (A) micro-averaged 

Area Under the Receiver Operating Characteristic (AUROC) curve, (B) micro-averaged 

Boltzmann-Enhanced Discrimination of Receiver Operating Characteristic (BEDROC), (C) the 

fraction of compounds which yielded a true target as the top prediction, and (D) coverage error are 

shown.  
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Figure S13. Letter-value plot showing the aggregated pairwise similarity distributions for 

synthetic test compounds and synthetic training compounds for known positive protein target 

labels in a cross-validation fold. Similarity distributions were aggregated based on the predicted 

probability from the KNN_RF stacked classifier for the known protein targets of each synthetic 

test compound. The solid black line represents the median and the white dashed line the mean. 

Letter-value plots are similar to box plots, but provide more information about the tails of a 

distribution. Each box represents a portion of a distribution according to its width shown. The 

widest box is identical to the interquartile range in a box plot and represents 50% of the data. The 

next widest boxes, as more than one box now has identical width, comprise 25% of the data. Those 

boxes are present directly above and below the interquartile range. For each successive box width 

reduction, the amount of data represented is halved. 
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Figure S14. Letter-value plot showing the aggregated pairwise similarity distributions for 

benchmark natural product compounds and synthetic training compounds for known positive 

protein target labels. Similarity distributions were aggregated based on the predicted probability 

from the KNN base classifier for the known protein targets of each natural product. The solid black 

line represents the median and the white dashed line the mean. Letter-value plots are similar to 

box plots, but provide more information about the tails of a distribution. Each box represents a 

portion of a distribution according to its width shown. The widest box is identical to the 

interquartile range in a box plot and represents 50% of the data. The next widest boxes, as more 

than one box now has identical width, comprise 25% of the data. Those boxes are present directly 

above and below the interquartile range. For each successive box width reduction, the amount of 

data represented is halved.   
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Figure S15. Letter-value plot showing the aggregated pairwise similarity distributions for 

synthetic test compounds and synthetic training compounds for known positive protein target 

labels in a cross-validation fold. Similarity distributions were aggregated based on the predicted 

probability from the KNN base classifier for the known protein targets of each synthetic test 

compound. The solid black line represents the median and the white dashed line the mean. Letter-

value plots are similar to box plots, but provide more information about the tails of a distribution. 

Each box represents a portion of a distribution according to its width shown. The widest box is 

identical to the interquartile range in a box plot and represents 50% of the data. The next widest 

boxes, as more than one box now has identical width, comprise 25% of the data. Those boxes are 

present directly above and below the interquartile range. For each successive box width reduction, 

the amount of data represented is halved. 
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Figure S16. Letter-value plot showing the aggregated pairwise similarity distributions for 

benchmark natural product compounds and synthetic training compounds for known positive 

protein target labels. Similarity distributions were aggregated based on the predicted probability 

from the RF base classifier for the known protein targets of each natural product. The solid black 

line represents the median and the white dashed line the mean. Letter-value plots are similar to 

box plots, but provide more information about the tails of a distribution. Each box represents a 

portion of a distribution according to its width shown. The widest box is identical to the 

interquartile range in a box plot and represents 50% of the data. The next widest boxes, as more 

than one box now has identical width, comprise 25% of the data. Those boxes are present directly 

above and below the interquartile range. For each successive box width reduction, the amount of 

data represented is halved.   
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Figure S17. Letter-value plot showing the aggregated pairwise similarity distributions for 

synthetic test compounds and synthetic training compounds for known positive protein target 

labels in a cross-validation fold. Similarity distributions were aggregated based on the predicted 

probability from the RF base classifier for the known protein targets of each synthetic test 

compound. The solid black line represents the median and the white dashed line the mean. Letter-

value plots are similar to box plots, but provide more information about the tails of a distribution. 

Each box represents a portion of a distribution according to its width shown. The widest box is 

identical to the interquartile range in a box plot and represents 50% of the data. The next widest 

boxes, as more than one box now has identical width, comprise 25% of the data. Those boxes are 

present directly above and below the interquartile range. For each successive box width reduction, 

the amount of data represented is halved. 


