
Supplementary Information

Complete hierarchical Bayesian regression model

For individual j = 1 : J , observation i = 1 : N , target variable yji and predictor
variables xji:

yji ⇠ Normal(↵j + �T
j xji,�)

where ↵j and �j are sampled from population distributions:

↵j ⇠ Normal(µ↵, ⌧↵)

�j ⇠ Normal(µ� , ⌧�)

with independent normal priors on µ, ⌧ and �. A Bayesian network of the
hierarchical Bayesian regression model is presented in Figure SI.1.

yjixji

↵j �j �

µ↵ ⌧↵ µ� ⌧�

Observation i

Individual j

Figure SI.1: Bayesian network of a hierarchical linear regression model. Indi-
vidual regression intercept ↵j and weights �j are drawn from population distri-
butions parameterized by µ↵, ⌧↵ and µ� , ⌧� , This allows the model to account
for individual di↵erences while constraining individual parameters to be similar
across the population.

Stan details

The pooled and hierarchical Bayesian models were fitted using the statistical
modeling platform Stan [40]. Stan provides tools for specifying statistical mod-
els in a probabilistic programming language and performing inference in the
models. The outputs of the inference are posterior samples of model parame-
ters along with an inferential summary. The models in this work were fitted
using 4 sampling chains and 5,000 iterations where the first half was warm-up.
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Distributions of the population-level regression parameters

Figure SI.2: Distributions of the population-level regression parameters, µ, and
variances, ⌧ , in the hierarchical HDRS model (top) and YMRS model (bottom).
In both models, self-reported mood has the largest absolute weight and group
variance.
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Weight matrices

Figure SI.3: Weight matrices summarising the individual-level parameters, ↵,�,
in the HDRS (top) and YMRS (bottom) models.
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E↵ects

Figure SI.4: E↵ect plots of the HDRS model (left) and YMRS model (right)
computed on the entire dataset. The e↵ect is computed as the product between
individual-level weights of the hierarchical Bayesian HDRS and YMRS models
and the observed data. Because the dataset is sparse, i.e. many values are
zero, the e↵ects are often small and, consequently, substantial e↵ects represents
outliers.
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