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Supplementary Information 

Although both infinite and finite source diffusion were observed in the experiments 

(Figure 3), here it will be demonstrated how a single analysis can be used to analyze both. First, 

it was assumed that diffusion constant D was a constant and diffusion followed Fick’s second 

law for one-dimensional diffusion  
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The one-dimensional assumption is valid because the experiments were performed on thin 

sections in which diffusion could not occur into the air above or below the section, and the 

observation that diffusion proceeded with a straight-line front that was perpendicular to the 

diffusion direction. For infinite source diffusion, C(x) at t = 0 is assumed to be a step function at 

x = 0 with the applied concentration Cs for x < 0 and background concentration Co for x > 0, 

shown by red line in Figure S1a. The C for x < 0 remains constant for t ≥ 0. For these infinite 

source boundary conditions, a solution for Equation S1 for t > 0 is given by 
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where erf is the error function. For finite source diffusion, C(x) at t = 0 can also be assumed to 

be a step function at x = 0 with C(x) = Cs for x < 0 and C(x) = Co for x > 0, shown by red line in 

Figure S1b. However, in this case, C for x < 0 does not remain constant for t > 0. For these finite 

source boundary conditions, a solution for Equation S1 is 
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Figure S1 illustrates ideal concentration profiles, denoted C(x,t), for both infinite and finite 

source diffusion. For this illustration, Cs and Co were chosen to show that C(x,t) for x > 0 and t > 

0 can be the same. Therefore, a single analysis could be used to analyze the S2 secondary cell 

wall (S2) and compound middle lamella (CML) C(x,t) for x > 0, regardless of whether the 

experiments better fit the boundary conditions for infinite or finite source diffusion. 
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Figure S1: Concentration profiles for a) infinite source diffusion (Equation S2) and b) finite 

source diffusion (Equation S3). Red lines indicate step function concentration profiles at time = 

0. For the infinite source, Cs = 1000 mol/m3 and Co = 100 mol/m3. For the finite source diffusion, 

Cs = 1900 mol/m3 and Co = 100 mol/m3. 

 

In this work, the experimental C(x,t) data were analyzed using an analytical model based 

on the solution for infinite source diffusion in Equation S3. The Cs was defined as the average 

value of C for the concentration profiles at x = 0. The value of Co was defined from the initial 
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concentration profile far from the applied ions. In the C(x,t) data of Figure 2 in the manuscript, 

the values of Cs and Co are illustrated. The final parameter to determine is t, which could not be 

directly defined because the C(x,t = 0) profiles did not adequately resemble the step function 

assumed in the boundary conditions. To overcome this problem, an analysis presented by 

Porter and Easterling1 was utilized. It was first noted that erf(0.5) ≈ 0.5. Therefore, at C(x) = 

0.5*(Cs + Co) it can be shown using Equation S3 that 

 

 0.5 =  
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where xh is termed the “half-distance” and is the x that satisfies C(x)  = 0.5*(Cs + Co) for a given 

C(x) profile. Equation S4 can be rearranged and squared to give 

 

  𝑥h
2 = 𝐷𝑡      (S5) 

 

We then assumed the initial concentration profile to be representative of C(x,to), where to was 

an unknown time that accounted for the effective time it would have taken for a step function 

to become the C(x,t = 0) profile. Then, t = ti+to was substituted into Equation S5, where ti was 

the time after the initial XFM map. This resulted in the relationship 

 

  𝑥h
2 = 𝐷(𝑡𝑖 + 𝑡𝑜) =  𝐷𝑡𝑖 + 𝐷𝑡𝑜   (S7) 

 

In our experiments, ti was known for each C(x). Therefore, a plot of xh
2 vs. ti could be made. If 

our proposed analysis based on Fick’s second law is valid, then the plot of experimental data 

shown in figure 4 will form a straight line of slope D.  
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