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12th Feb 20201st Revision - Editorial Decision

Manuscript Number: MSB-19-9389 
Tit le: Sample size est imat ion and mult iscale classificat ion of cells using single and mult iple 
references 

Thank you again for submit t ing your work to Molecular Systems Biology. We have now heard 
back from the three referees who agreed to evaluate your study. Overall, the reviewers 
acknowledge that while other methods exist for cell type classificat ion of scRNA-seq data, 
scClassify seems to be a potent ially relevant methodological cont ribut ion. They raise however a 
series of concerns, which we would ask you to address in a major revision. 

Without repeat ing all the points listed below, the most substant ial concerns are the following: 

- The reviewers ment ion that the code should be provided in a form that makes it  easy for the
users to run and for the reviewers to evaluate it .

- Several aspects of the methodology and data analysis need to be described in better detail.
Reviewer #1 provides specific recommendat ions related to this.

- Further informat ion needs to be provided regarding the running t imes and memory requirements
and how they are influenced by sample size.

- Reviewer #3 refers to the need to include comparisons to newer methods.

All other issues raised by the reviewers would need to be convincingly addressed. As you may 
already know, our editorial policy allows in principle a single round of major revision so it is essent ial 
to provide responses to the reviewers' comments that are as complete as possible. Please feel free 
to contact me in case you would like to discuss any of the issues raised by the reviewers. 

REFEREE REPORTS

Reviewer #1: 

Single cell RNA sequencing (scRNAseq) analysis pipelines often use an unsupervised step to



ident ify clusters of t ranscript ionally similar cell types or states. These analyses typically require
t ime-consuming manual annotat ion for each cluster (for example, using known marker genes).
Inspired by the increasing availability of annotated datasets or at lases, supervised approaches
have been recent ly proposed as solut ion to automate this annotat ion. In this context , Lin et  al
introduce scClassify. Based on one or more reference datasets, scClassify uses the HOPACH
algorithm to construct  a hierarchical t ree of cell types. At each level of the t ree, an ensemble of kNN
classifiers is t rained based on mult iple gene select ion methods and similarity metrics. For cells that
are not classified into one of the reference cell types, scClassify uses clustering for novel cell type
discovery. The authors also explore experimental design aspects regarding the sample size that is
required for the reference dataset(s). 

I believe the idea behind scClassify is interest ing, part icularly in terms of using hierarchical t ree of
cell types as a reference. However, several aspects of the methodology require further clarificat ion
or could be improved. Detailed comments provided below. 

Major comments 

1. Reproducibility. The manuscript  does not follow good reproducibility pract ices. As a new
computat ional approach was introduced, it 's best pract ice for the authors to provide the associated
code or software. Moreover, as all datasets are publicly available, the authors could publish their
analysis code. This will aid a more transparent benchmark comparison. For this reason, I provided a
low score in terms of the quality of experimental evidence and the completeness of the
supplementary informat ion.
2. Page 2, 2nd paragraph. Some limitat ions of exist ing approaches are discussed. This discussion
could be expanded to link with the classificat ion shown in Supplementary Table 1. In part icular, it
would be good to expand Supplementary Table 1 to include the ability to use mult iple reference
datasets as an addit ional criterion. Moreover, in order to provide a better context  for potent ial users,
the authors might also consider to add addit ional items, such as what type of input data is required
(e.g. counts, normalised counts)? what is the underlying method (e.g. kNN, GLM)? and does the
method quant ify uncertainty (e.g. probabilit ies) for the cell allocat ions? For examples, see related
tables in [1, 2].
3. Sect ion 4.1.1. The authors state that "the t ree build by HOPACH algorithm is robust in general".
Please clarify this sentence. Is it  with respect to hyper-parameter values (e.g. the maximum number
of children per branch node)? With respect to mult iple reference data?
4. Sect ion 4.1.2. At each branch node, 30 base classifiers are t rained. These are based in a
combinat ion of 6 different similarity metrics and 5 gene select ion methods. The ensemble classifier
weights base classifiers according to their accuracy (similar to AdaBoost).
a) Figure 1c shows that some base classifiers led to very low accuracy (less than 20% in some
cases). This is part icularly the case for those using the DV gene select ion method. This suggest
that the set of base classifiers could be "pruned" to remove those with poor accuracy, reducing the
computat ional burden of the approach.
b) The theory underlying AdaBoost [3] assumes that each weak classifier has higher error rate than
random guessing (i.e. >50% accuracy for binary predict ion). This lower bound is higher when doing
mult i-class classificat ion [4], which is the relevant case for scClassify. This result  could be used as a
general rule to prune the set of base classifiers, removing those with low accuracy.
5. Choice of hyper-parameters. Please describe how were the default  values for K (sect ion 4.1.2,
weighted kNN) and the correlat ion threshold (sect ion 4.1.3) were chosen. How sensit ive is the
performance of scClassify with respect to changes in these values?
6. Sect ion 4.1.2, discriminat ive genes. The authors rank the genes to be selected based on
adjusted p-values. This can be problemat ic as, in most cases, the reference data was annotated by



using an unsupervised analysis (i.e. same data used twice, for clustering and for test ing) [5]. Instead,
the authors might consider ranking genes in terms of effect  size. 
7. Sect ion 4.2. The authors ment ion that raw count matrices were normalised using the 'normalise'
funct ion in scater and then log-transformed.
a) This informat ion is crit ical for potent ial users. As such, it  should be included in the main text  (see
also my first  comment).
b) I believe that the normalisat ion method implemented in scater corresponds to the pooling
approach implemented in scran. Therefore, the reference should be [6].
c) Was a pseudo-count added prior to log-transformat ion?
8. Supplementary Figure 2. For these data, Garnett  is not able to assign most cells. Sect ion 4.3.1
states that Garnett  requires a known list  of marker genes. Is the poor performance of Garnett  due
to not having enough marker genes? If so, a fairer comparison could be to use one of the gene
select ion approaches used in scClassify (e.g. DE) to select  markers.
9. Benchmarks. Recent ly, [1,2] performed benchmark studies in this context  using (most ly) the same
sources of data for the pancreas and PBMC cases. The authors should discuss how their results
compare with respect to those published by [1,2]. It  seems that different ranking and accuracy
values were obtained. For example, for the PBMC data, [1] reports higher accuracy for scPred than
scMap2Cell but  the opposite is reported by Lin et  al. Moreover, whilst  scPred has one of the lowest
accuracies in Figure 2, [2] has reported it  to have high performance (F1-score) for the pancreas
dataset. It  would be helpful for the authors to discuss why do their results differ and potent ially use
addit ional criterion (F1 score) which could enable a direct  comparison with the exist ing benchmarks.
Finally, as the out-of-the-box SVM method was reported to have the highest overall performance
by [2], I suggest it  to be included as an addit ional comparison.
10. Sect ion 2.5. The authors illustrate how scClassify can be applied to large scale scRNAseq
datasets (e.g. Tabula Muris), but  do not provide an indicat ion of the computat ional burden. Please
describe how does the method scale (running t imes) in terms of the number of cells present in the
reference and query datasets.

Minor comments 

1. Several figures contain axis labels that too small and hard to read (e.g. dataset names in Figure
2). Please use larger figures or font  size.
2. Figure 1a. Acronyms DE, DD, P, S, etc need to be introduced.
3. Figure 3b. Please add t it le labels for left  and right  panels. Do these correspond to different
experiments? Is the correlat ion equal to 0.98 in both cases?
4. Supplementary Figure 3. The performance of each method for each dataset is represented in
terms of pie charts. While this figure does indeed summarise the overall performance of the
methods, it  is not straightforward to t rack how specific "wedges" vary across methods and
datasets. The authors might consider the use of barplots instead.

References 

[1] Zhao et  al (2018) Briefings in Bioinformat ics. PMID: 31675098
[2] Abdelaal et  al (2019) Genome Biology. PMID: 31500660
[3] Freund and Schapire (1997) Journal of Computer and System Sciences.
[4] Zhu et  al (2009) Stat ist ics and its Interface
[5] Zhang et  al (2019) Cell Systems. PMID: 31521605
[6] Lun et  al (2016) Genome Biology. PMID: 27122128



Reviewer #2: 

Here Lin et  al present scClassify, a novel method for cell type classificat ion of scRNA-seq data.
Although the paper addresses an important problem in the field, there are current ly several other
methods available for the task. scClassify includes two interest ing features that are not part  of
other methods, namely the ability to est imate the sample size required for a given accuracy as well
as automated post-hoc clustering of unassigned cells. Both features are addit ions that are likely to
be useful. The manuscript  is well writ ten with few typos and easy to follow. I have the following
major concerns: 

1 The authors compare to 11 other methods and report  the accuracy. However, the comparison
does not take the computat ional resources required into considerat ion. Hence, I would like to see
reports of both CPU t imes and memory requirements for the benchmark. 

2 Similarly, it  would be helpful to learn how scClassify scale with sample size, both regarding t ime
and memory. In part icular, it  is important to know how the size of the size of the index scales with
the number of cells and how the t ime to perform the mapping scales with the size of the reference. 

3 I was able to download and install the R package from github. However, using it  was challenging
as there was no vignette available. Nevertheless, I t ried a very simple test  case whereby I wanted to
map the Tabula Muris heart  cells from FACS to the 10X heart  cells. I ran the following code: 

> heart .10x <- readRDS("data/Heart_10X.rds")
> heart .facs <- readRDS("data/Heart_FACS.rds")
> train.sc <- t rain_scClassify(as.matrix(counts(heart .10x)), colnames(heart .10x))
after filtering not expressed genes
[1] 15246 624
[1] "Feature Select ion..."
[1] "Number of genes selected to construct  HOPACH tree 10928"
[1] "Construct ing t ree ..."
[1] "Training...." 
[1] "============ select ing features by: limma ============"
Error in fitFDistRobust ly(var, df1 = df, covariate = covariate, winsor.tail.p = winsor.tail.p) :
Variances are most ly <= 0
In addit ion: There were 50 or more warnings (use warnings() to see the first  50)

This is obviously not a very encouraging result . I got  a similar error when I t ried to run the
scClassify() command: 

> res.sc <- scClassify(as.matrix(counts(heart .10x)), colnames(heart .10x),
as.matrix(counts(heart .facs)), colnames(heart .facs))
Error in fitFDistRobust ly(var, df1 = df, covariate = covariate, winsor.tail.p = winsor.tail.p) :
Variances are most ly <= 0
In addit ion: There were 50 or more warnings (use warnings() to see the first  50)

Although the manuscript  presents compelling evidence for the performance of the method, the lack
of documentat ion makes it  difficult  to use scClassify. I believe that it  is vital that  the users provide a
suitable vignette to ensure that the method is easy to run and troubleshoot. 

I have the following minor issues: 



1 The color choices in fig 1d are unfortunate. It  is very hard for me to dist inguish pancreas from
PBMC level 1 

2 I may be old and curmudgeonly, but my eyes are not sharp enough to read the text  on the y-axes
in fig 2c. I have similar issues with the labels on fig 5c. 

3 In the last  paragraph on p5 the authors refer to fig 4d which I think should be 5d 

Reviewer #3: 

Lin et  al present scClassify, a new method for classifying single cells in scRNA-seq data, as well as
est imat ing what sample sizes would be required to reliably perform this. This is st ill a hard problem
in scRNA-seq analysis, yet  one which is important for correct  interpretat ion of the datasets from
these assays, which are rapidly producing new datasets in many systems. 

Most approaches to scRNA-seq use unsupervised clustering, then manual annotat ion with known
markers. Current approaches also ignore hierarchies. If a cell type is not in the "reference" set  does
not contain a part icular cell type that is in the dataset that  is subsequent ly analyzed, it  tends to be
forced into some inappropriate bucket. 

scClassify organizes reference set cells into a hierarchy and uses mult iple metrics to generate an
ensemble classifier. It  also permit  a cell in a "new" dataset to be "unassigned rather than forcing it
into one of the known cell types. The method also provides an est imate of how many cells of a
given type would be needed to generate a reliable classifier, based on the reference data. 

They first  test  a weighted kNN classifier with various similarity metrics by t raining on one dataset
and test ing on others for 6 PBMC, and 6 pancreas scRNA-seq datasets. Average accuracy is 72-
93% (Figure 1c). I found the heat map in Fig 1c to be a bit  uninformat ive since most of the cells are
high (dark blue). Would it  be possible to expand the color range and provide the values in a
supplementary table? 

When applied to the same problem, scClassify generally was better than individual methods (82%
of the t ime), though in around 18% it  was worse than any single method. This seems consistent
with other studies of ensemble methods. Is there anything specific about the datasets whose
performance goes down ? (e.g. sparsity, genes per cell, total UMIs, or some other measure of the
dataset quality) ? 

scClassify also out performed 11 other cell classifiers. However, I think several of the best
performing recent ones have been missed, such as SVMreject . These are reviewed in
https://genomebiology.biomedcentral.com/art icles/10.1186/s13059-019-1795-z. In part icular that
review highlights variants of SVM as best. I realize that the field is moving quickly and is a moving
target, but  given that it  has been out since last  September, I think it 's important to compare. That
review also presents a tool for comparing performance. 

The sample size est imat ion part  of scClassify is novel (as far as I am aware) and should be useful. 

Classificat ion performance depends on the heterogeneity of each cell populat ion, which makes
sense in retrospect but I have not seen it  ment ioned explicit ly elsewhere. 



One key thing missing from the manuscript  is an indicat ion of running t ime. It  would seem important
to know how scClassify scales with the number of reference cell types, and the number of cells to
be classified; and how this compares to the other methods. 

Other comments and quest ions: 

What happens when there is no intrinsic hierarchy ? e.g. in a t issue (or tumor) there will be a mixture
of cell types that are not related to each other (beyond the embryonic or progenitor stage). 

In Figure 4, the first  sentence of the capt ion ends prematurely.



Summary of key concerns from editor 

Response: We thank the editor for summarising the key concerns below. We have addressed each of them 
and also all comments from the three reviewers point-by-point below in full and to the best of our ability. 

1. The reviewers mention that the code should be provided in a form that makes it easy for the users to run
and for the reviewers to evaluate it.

Response: We appreciate this comment and have now provided code that was used for generating all figures 
as R markdown files on the public Github repository (https://github.com/SydneyBioX/scClassify_analysis). We 
have also submitted the associated code and software to Bioconductor 
(https://github.com/Bioconductor/Contributions/issues/1446) and tested thoroughly all examples included in 
our R package to make sure that they are reproducible and easy for users to run and for the reviewers to 
evaluate. 

2. Several aspects of the methodology and data analysis need to be described in better detail. Reviewer #1
provides specific recommendations related to this.

Response: We have now included more descriptions to the methodology and data analysis in the revised 
manuscript according to comments from all reviewers and followed to the specific recommendations from 
reviewer #1. Please see our response to reviewer #1 below for details. 

3. Further information needs to be provided regarding the running times and memory requirements and how
they are influenced by sample size.

Response: We thank the Editor and Reviewers for this suggestion. We have now applied the same dataset 
(Tabula Muris) as in Abdelaal et al (PMID: 31500660) and used stratified random sampling from each cell type 
to evaluate the computation time of each method and memory requirements. Specifically, our extensive 
simulation studies can be divided into three broad categories. We (i) fixed the number of cells in query dataset 
as 2000 and varied the number of cells in the reference dataset (similar to the approach used in PMID: 
31500660), (ii) fixed the number of cells in the reference dataset as 2000 and varied the number of cells in 
query dataset, (iii) fixed the number of cells in both reference and query datasets to be 5000 and varied the 
number of cell types in both from 4 to 12. The computation time is the sum of time spent on model training and 
query classification, which we believe is a fair measurement because some methods require training and 
query datasets to be provided together in one go. The memory requirement is the total allocated amount. The 
figure attached below summarises our findings. 

1st Authors' Response to Reviewers  7th Apr 2020



Figure R1 

In particular, for (i), our results on computation time (panel A) are highly consistent with those reported in 
Abdelaal et al (panel F of Fig. 7 in Abdelaal et al), and in all comparisons, scClassify (in red line) performed 
comparably to other methods in terms of computation time and memory usage. We have now included these 
new analyses in Appendix Fig S2 and revised the manuscript accordingly to discuss these new results and 
describe the experimental details (see section “scClassify benefits from ensemble learning and outperforms 
existing supervised methods”, page 5; and “Memory and running time comparison” in the Methods and 
Protocols section, page 18-19). 

4. Reviewer #3 refers to the need to include comparisons to newer methods.

Response: We have taken on board this suggestion and have now also included in our comparison 
SVMreject, the overall best performing classifier in Abdelaal et al (PMID: 31500660) and CaSTLe (PMID: 
30304022), a recent method based on transfer learning and a high performing one according to Abdelaal et al. 
As suggested by Reviewer #1, we have also included the comparison results from using Garnett with 
differentially expressed genes selected by scClassify. We have included these new results in the revised 
manuscript, section “scClassify benefits from ensemble learning and outperforms existing supervised 
methods” (page 4-5) and in Fig 2A-C, Fig EV 2A with further details in Appendix Fig S1, and the Methods and 
Protocols section “Benchmarking and method comparison” (page 17-18). 

Reviewer #1: 

Single cell RNA sequencing (scRNAseq) analysis pipelines often use an unsupervised step to identify clusters 
of transcriptionally similar cell types or states. These analyses typically require time-consuming manual 
annotation for each cluster (for example, using known marker genes). Inspired by the increasing availability of 
annotated datasets or atlases, supervised approaches have been recently proposed as solution to automate 



this annotation. In this context, Lin et al introduce scClassify. Based on one or more reference datasets, 
scClassify uses the HOPACH algorithm to construct a hierarchical tree of cell types. At each level of the tree, 
an ensemble of kNN classifiers is trained based on multiple gene selection methods and similarity metrics. For 
cells that are not classified into one of the reference cell types, scClassify uses clustering for novel cell type 
discovery. The authors also explore experimental design aspects regarding the sample size that is required for 
the reference dataset(s).  

I believe the idea behind scClassify is interesting, particularly in terms of using hierarchical tree of cell types as 
a reference. However, several aspects of the methodology require further clarification or could be improved. 
Detailed comments provided below.  

Response: We thank the reviewer for the constructive feedback. We have addressed each raised point in 
detail below. 

Major comments 

1. Reproducibility. The manuscript does not follow good reproducibility practices. As a new computational
approach was introduced, it's best practice for the authors to provide the associated code or software.
Moreover, as all datasets are publicly available, the authors could publish their analysis code. This will aid a
more transparent benchmark comparison. For this reason, I provided a low score in terms of the quality of
experimental evidence and the completeness of the supplementary information.

Response: We appreciate this comment and strongly believe in reproducible research. We have submitted the 
associated code and software to Bioconductor and have added analysis code and scripts for reproducing all 
results on the scClassify Github website (https://github.com/SydneyBioX/scClassify_analysis). Please note, 
there are minor differences as some methods are not fully deterministic in its implementation but overall 
conclusions remain the same. The figures within the manuscript are a selected subset from the figures in the 
knit-documents, due to space limitation and ease of presentation, the multiple subfigures are manually 
combined in the manuscript. 

2. Page 2, 2nd paragraph. Some limitations of existing approaches are discussed. This discussion could be
expanded to link with the classification shown in Supplementary Table 1. In particular, it would be good to
expand Supplementary Table 1 to include the ability to use multiple reference datasets as an additional
criterion. Moreover, in order to provide a better context for potential users, the authors might also consider to
add additional items, such as what type of input data is required (e.g. counts, normalised counts)? what is the
underlying method (e.g. kNN, GLM)? and does the method quantify uncertainty (e.g. probabilities) for the cell
allocations? For examples, see related tables in [1, 2].

Response: As suggested, we have added additional 4 additional columns to the original Supplementary Table 
1 including: 

● Underlying methods
● Typical input data
● Ability to use multiple reference datasets
● Method to quantify uncertainty

The table is now referred to as Appendix Table S1 of the revised manuscript. 

3. Section 4.1.1. The authors state that "the tree build by HOPACH algorithm is robust in general". Please
clarify this sentence. Is it with respect to hyper-parameter values (e.g. the maximum number of children per
branch node)? With respect to multiple reference data?

Response: By that we mean (i) the scClassify is robust (or insensitive) to the choice of branch node parameter 
(i.e. the max number of children allowed per branch node in HOPACH algorithm) and its choice has minimum 
impact on scClassify classification results; and (ii) scClassify (including HOPACH component) is robust to 
training data perturbation. We have now performed additional experiments to demonstrate both points. These 



include using different branch node parameters in HOPACH tree (included as Appendix Fig S3) and perturbing 
training data (i.e. 80% random subsampling of cells) (included as Fig EV2B) (both figures are attached here). 
We have also clarified these in the revised manuscript (section “scClassify benefits from ensemble learning 
and outperforms existing supervised methods”, page 5). 

Figure R2 

4. Section 4.1.2. At each branch node, 30 base classifiers are trained. These are based in a combination of 6
different similarity metrics and 5 gene selection methods. The ensemble classifier weights base classifiers
according to their accuracy (similar to AdaBoost).
a) Figure 1c shows that some base classifiers led to very low accuracy (less than 20% in some cases). This is
particularly the case for those using the DV gene selection method. This suggest that the set of base
classifiers could be "pruned" to remove those with poor accuracy, reducing the computational burden of the
approach.
b) The theory underlying AdaBoost [3] assumes that each weak classifier has higher error rate than random
guessing (i.e. >50% accuracy for binary prediction). This lower bound is higher when doing multi-class
classification [4], which is the relevant case for scClassify. This result could be used as a general rule to prune
the set of base classifiers, removing those with low accuracy.

Response: We appreciate the suggestion for base classifier pruning. While we agree that removing base 
classifiers with low accuracy may improve ensemble classification accuracy, we note that for scClassify we 
have already implemented a “soft-pruning” scheme where base classifiers were weighted by their 
classification accuracies in the final ensemble predictions. Specifically, we note the following: 

“… weights of the base classifiers are calculated as follows: 
𝛼! = 𝑙𝑛 "#$!

$!
,

where 𝜖!  is the error rate achieved by training and testing the base classifier on the reference dataset.” 

Nevertheless, we have now updated the scClassify package to allow users to specify an accuracy cutoff for 
base classifier pruning if they wish to do so. A brief discussion of these details is also presented in the revised 
manuscript (section “Component 2: Ensemble of base classifiers” under Methods and Protocols, page 13). 



5. Choice of hyper-parameters. Please describe how were the default values for K (section 4.1.2, weighted
kNN) and the correlation threshold (section 4.1.3) were chosen. How sensitive is the performance of
scClassify with respect to changes in these values?

Response: We understand that the choice of hyper-parameters is heuristic and mostly based on empirical 
results. Specifically, in current implementation of scClassify, the choice of value of k is predefined (k=10), and 
this value is not sensitive to the classification accuracy (See left panel of the Figure R3), and the choice of 
correlation threshold is determined dynamically by the normalmixEM algorithm implemented in the package of 
mixtools, and it is generally better than a hard coded threshold (See right panel of Figure R3).  

We have now 
● included these results as Fig EV2C and Fig EV2D;
● revised the manuscript to discuss these points (see section “scClassify benefits from ensemble

learning and outperforms existing supervised methods”, page 5);
● included the sensitivity analysis details (see the Methods and Protocols section “Sensitivity analysis of

hyperparameters of scClassify”, page 21); and
● updated the scClassify package to include these as input-parameters (thought parameter “k” and

“cor_threshold_static” in scClassify()) enabling users to overwrite the default values based on their
expertise and/or known characteristics of their data.

Figure R3 

6. Section 4.1.2, discriminative genes. The authors rank the genes to be selected based on adjusted p-values.
This can be problematic as, in most cases, the reference data was annotated by using an unsupervised
analysis (i.e. same data used twice, for clustering and for testing) [5]. Instead, the authors might consider
ranking genes in terms of effect size.

Response: We appreciate the point the reviewer made regarding the annotation of the reference datasets 
being generated by some clustering analyses and/or prior knowledge of cell types from their respective 
publications. However, we would like to emphasise that we are not performing any re-annotation of either the 
reference data or test data (by clustering or any other methods) and therefore did not use the “same data 
twice” for testing. 

We note that all supervised methods assume cell type annotations in the reference data are mostly correct 
and therefore can be used for training an informative classification model. Using the annotation in the 



reference data for ranking and selecting genes follows the same assumption of supervised learning. The 
ranking of genes by p-values accounting for the sign (up and down regulation) would be the same as ranking 
by the corresponding effect size (t-statistics). Depending on the different multiple testing adjustment method, 
the ranking of genes by adjusted p-value will have a similar ranking.  

7. Section 4.2. The authors mention that raw count matrices were normalised using the 'normalise' function in
scater and then log-transformed.
a) This information is critical for potential users. As such, it should be included in the main text (see also my
first comment).
b) I believe that the normalisation method implemented in scater corresponds to the pooling approach
implemented in scran. Therefore, the reference should be [6].
c) Was a pseudo-count added prior to log-transformation?

Response: We agree with the reviewer regarding (a) and have now included the details of normalisation and 
transformation in the revised manuscript (see section Introduction, page 3). For (b) and (c), we used the 
default setting in the “normalize” function of scater (version 1.13.7). This function first computes the 
normalized expression values by dividing the counts for each cell by the size factor for that cell, and then log-
normalized values are calculated by adding the pseudo-count (default is 1) to the normalized count and 
performing a log2 transformation. The size factor, by default, uses the function “librarySizeFactors”, which is 
defined as the per-cell size factors from the library sizes as the total sum of counts per cell. These details are 
included in the revised manuscript (see the Methods and Protocols section “Data collections and processing”, 
Page 16). Following comment #1, all analytical code is now made available at 
https://github.com/SydneyBioX/scClassify_analysis. 

8. Supplementary Figure 2. For these data, Garnett is not able to assign most cells. Section 4.3.1 states that
Garnett requires a known list of marker genes. Is the poor performance of Garnett due to not having enough
marker genes? If so, a fairer comparison could be to use one of the gene selection approaches used in
scClassify (e.g. DE) to select markers.

Response: We note that for Garnett, we used the marker file provided on the Author’s website (https://cole-
trapnell-lab.github.io/garnett/classifiers/) and those published in literature (Pang et al, 2005; Collin & Bigley, 
2018; Scarlett et al, 2011; Lawlor et al, 2017; Muraro et al, 2016). These details are included in the Methods 
and Protocols section “Benchmarking and method comparison”, page 17 -18. As suggested, we have now 
also performed Garnett using the DE genes selected in scClassify. These results are included in Fig 2A-C and 
Fig EV 2A and we have revised the manuscript accordingly (page 17-18). 

9. Benchmarks. Recently, [1,2] performed benchmark studies in this context using (mostly) the same sources
of data for the pancreas and PBMC cases. The authors should discuss how their results compare with respect
to those published by [1,2]. It seems that different ranking and accuracy values were obtained. For example,
for the PBMC data, [1] reports higher accuracy for scPred than scMap2Cell but the opposite is reported by Lin
et al. Moreover, whilst scPred has one of the lowest accuracies in Figure 2, [2] has reported it to have high
performance (F1-score) for the pancreas dataset.

Response: We note that Zhao et al (PMID: 31675098) used traditional binary classification evaluation metrics 
based on true positive, true negative, false positive, and false negative. Since our evaluation metric, extended 
on de Kanter et al (PMID: 31226206), also includes categories such as “incorrectly unassigned”, “incorrectly 
assigned”, and “correctly unassigned”, it is not unexpected that we would have differences in ranking of 
methods compared to those from Zhao et al. As suggested, we have now included a brief discussion of these 
points in the “Discussion” section of the revised manuscript (page 9). 

In particular, for the pancreas data classification, Abdelaal et al (PMID: 31500660) used both intra-data 
classification (i.e. training and test within the same scRNA-seq dataset) and inter-data classification (i.e. 
training on one dataset and test on the others). The latter is similar to our evaluation framework. However, in 
Abdelaal et al only four major endocrine pancreatic cell types (alpha, beta, delta, and gamma) were selected 



from each of the four datasets (Baron, Muraro, Segerstolpe and Xin) for benchmark classification (see Figure 
5 and methods on inter-data classification in Pancreas section of Abdelaal et al). In comparison, in our 
experiment we included two additional pancreatic datasets (Lawlor and Wang) besides the four datasets used 
in Abdelaal et al. Moreover, we included almost all cell types that are reported in each of the original papers 
(see “Data collections and processing” under the Methods and Protocols section, page 16). The additional 
datasets and cell types included in our study have created more challenging scenarios such as imbalanced 
and rare classes and unrepresented cell types in the training and test data pairs, which together with the 
difference in evaluation metric have led to the difference in the benchmarking results.  

It would be helpful for the authors to discuss why do their results differ and potentially use additional criterion 
(F1 score) which could enable a direct comparison with the existing benchmarks.  

Response: We believe the nature of multi-class cell type classification is more complex than a typical binary 
classification problem. Here, we extended on the evaluation framework introduced by de Kanter et al (PMID: 
31226206), which considers categories such “incorrectly unassigned”, “incorrectly assigned”, and several 
other categories and a classical F1-score based on precision and recall alone, does not capture such 
complexity. As such it is not an informative evaluation metric for our benchmarking study. As suggested, we 
have now discussed this in the revised manuscript (page 9).  

- Finally, as the out-of-the-box SVM method was reported to have the highest overall performance by [2], I
suggest it to be included as an additional comparison.

Response: As suggested, we have now included SVMreject (SVM that allows unassignment), which was the 
overall best performing classifier according to Abdelaal et al (PMID: 31500660), in our comparison. These 
additional results are included in revised Fig 2A-C and Fig EV2A. 

10. Section 2.5. The authors illustrate how scClassify can be applied to large scale scRNAseq datasets (e.g.
Tabula Muris), but do not provide an indication of the computational burden. Please describe how does the
method scale (running times) in terms of the number of cells present in the reference and query datasets.

Response: We thank the reviewer for this suggestion. Please see our response to Editor’s comment 3 for 
details. Specifically, panels A and B address this comment on method scalability to the number of cells 
present in the reference and query datasets. Overall, our results are highly consistent with those reported in 
Abdelaal et al (panel F of Fig. 7 in Abdelaal et al) and scClassify performed comparably to other methods in 
terms of computation time. 

Minor comments 

1. Several figures contain axis labels that too small and hard to read (e.g. dataset names in Figure 2). Please
use larger figures or font size.

Response: As suggested, we have now increased the font size in these panels (including Figure 2). 

2. Figure 1a. Acronyms DE, DD, P, S, etc need to be introduced.

Response: As suggested, we have now included the full name of each abbreviation in the legend of Figure 1A. 

3. Figure 3b. Please add title labels for left and right panels. Do these correspond to different experiments? Is
the correlation equal to 0.98 in both cases?

Response: As suggested, we have now included the title labels for left and right panels of Figure 3B. The 
correlation for the right panels (PBMC level 2) is 0.99. Thank you for identifying this typo.   



4. Supplementary Figure 3. The performance of each method for each dataset is represented in terms of pie
charts. While this figure does indeed summarise the overall performance of the methods, it is not
straightforward to track how specific "wedges" vary across methods and datasets. The authors might consider
the use of barplots instead.

Response: As suggested, we have now created barplots for these results and included them in Fig EV2 of the 
revised manuscript. We have also included individual barplots for each evaluation categories (illustrated as 
Figure R4 below), however, as not all methods allow intermediate and unassigned, the individual barplots 
didn’t increase clarity.  

Figure R4 
References 
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[4] Zhu et al (2009) Statistics and its Interface
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Reviewer #2: 

Here Lin et al present scClassify, a novel method for cell type classification of scRNA-seq data. Although the 
paper addresses an important problem in the field, there are currently several other methods available for the 
task. scClassify includes two interesting features that are not part of other methods, namely the ability to 
estimate the sample size required for a given accuracy as well as automated post-hoc clustering of 
unassigned cells. Both features are additions that are likely to be useful. The manuscript is well written with 
few typos and easy to follow. I have the following major concerns:  

Response: We thank the reviewer for highlighting the novel aspects and expected utilities of scClassify. We 
have addressed the comments raised by the reviewer point by point below. 

1 The authors compare to 11 other methods and report the accuracy. However, the comparison does not take 
the computational resources required into consideration. Hence, I would like to see reports of both CPU times 
and memory requirements for the benchmark.  

Response: Thank you for suggesting these evaluation criteria. Note that this is discussed in detail in response 
to the Editor’s comment 3. In brief, we have now included the assessment of computation time and memory 
requirements for each method when applied to Tabula Muris dataset with varying numbers of cells (ranging 
from 100 to 30,000). We found that, overall, scClassify is comparable to other methods in terms of 
computational resources required for large data classification. We have now included these new results in the 
revised manuscript in section “scClassify benefits from ensemble learning and outperforms existing supervised 
methods” in page 4 and section “Memory and running time comparison” in Methods and Protocols (page 18-
19). 

2 Similarly, it would be helpful to learn how scClassify scale with sample size, both regarding time and 
memory. In particular, it is important to know how the size of the size of the index scales with the number of 
cells and how the time to perform the mapping scales with the size of the reference.  

Response: This is related to Comment 1 above, please see our response to Editor’s comment 3 regarding 
computation time and memory requirement for each method.  

3 I was able to download and install the R package from github. However, using it was challenging as there 
was no vignette available. Nevertheless, I tried a very simple test case whereby I wanted to map the Tabula 
Muris heart cells from FACS to the 10X heart cells. I ran the following code:  

> heart.10x <- readRDS("data/Heart_10X.rds")
> heart.facs <- readRDS("data/Heart_FACS.rds")
> train.sc <- train_scClassify(as.matrix(counts(heart.10x)), colnames(heart.10x))
after filtering not expressed genes
[1] 15246 624
[1] "Feature Selection..."
[1] "Number of genes selected to construct HOPACH tree 10928"
[1] "Constructing tree ..."
[1] "Training...." 
[1] "============ selecting features by: limma ============"
Error in fitFDistRobustly(var, df1 = df, covariate = covariate, winsor.tail.p = winsor.tail.p) :
Variances are mostly <= 0
In addition: There were 50 or more warnings (use warnings() to see the first 50)



This is obviously not a very encouraging result. I got a similar error when I tried to run the scClassify() 
command:  

> res.sc <- scClassify(as.matrix(counts(heart.10x)), colnames(heart.10x), as.matrix(counts(heart.facs)),
colnames(heart.facs))
Error in fitFDistRobustly(var, df1 = df, covariate = covariate, winsor.tail.p = winsor.tail.p) :
Variances are mostly <= 0
In addition: There were 50 or more warnings (use warnings() to see the first 50)

Although the manuscript presents compelling evidence for the performance of the method, the lack of 
documentation makes it difficult to use scClassify. I believe that it is vital that the users provide a suitable 
vignette to ensure that the method is easy to run and troubleshoot.  

Response: We appreciate this comment. The above returned errors are due to the following two reasons: 

1. cellTypes_train input is the column names of the training data instead of the cell type information of the
training data.
2. The input of the expression matrix is count data instead of log-transformed normalised matrix.

We have now documented the functions in scClassify thoroughly and added detailed examples for each 
function. A detailed Vignette with an illustrated example using Pancreas datasets is provided at: 
(https://sydneybiox.github.io/scClassify/articles/scClassify.html). Additional examples with larger datasets such 
as training on Tabula Muris Heart cells are also available on github site: 
(https://sydneybiox.github.io/scClassify/articles/webOnly/scClassify_TM_heart.html). 

Additional tutorials about utilising pre-trained scClassify models and sample size calculation are also provided 
at: (https://sydneybiox.github.io/scClassify/articles/pretrainedModel.html) and 
(https://sydneybiox.github.io/scClassify/articles/webOnly/sampleSizeCal.html). 

We have now thoroughly tested our package and it has been submitted to Bioconductor. We hope that the 
integration with other Bioconductor packages will streamline the usage of scClassify for users.  

I have the following minor issues:  

1 The color choices in fig 1d are unfortunate. It is very hard for me to distinguish pancreas from PBMC level 1 

Response: We have updated Fig 1D by using colours that better distinguish the data points of pancreas from 
PBMC level 1. 

2 I may be old and curmudgeonly, but my eyes are not sharp enough to read the text on the y-axes in fig 2c. I 
have similar issues with the labels on fig 5c.  

Response: Thank you for this and we have now increased the font size for Fig 2C and Fig 5C. 

3 In the last paragraph on p5 the authors refer to fig 4d which I think should be 5d  

Response: We have corrected this error in the revised manuscript. 

Reviewer #3:  

Lin et al present scClassify, a new method for classifying single cells in scRNA-seq data, as well as estimating 
what sample sizes would be required to reliably perform this. This is still a hard problem in scRNA-seq 
analysis, yet one which is important for correct interpretation of the datasets from these assays, which are 
rapidly producing new datasets in many systems.  



Most approaches to scRNA-seq use unsupervised clustering, then manual annotation with known markers. 
Current approaches also ignore hierarchies. If a cell type is not in the "reference" set does not contain a 
particular cell type that is in the dataset that is subsequently analyzed, it tends to be forced into some 
inappropriate bucket.  

scClassify organizes reference set cells into a hierarchy and uses multiple metrics to generate an ensemble 
classifier. It also permit a cell in a "new" dataset to be "unassigned rather than forcing it into one of the known 
cell types. The method also provides an estimate of how many cells of a given type would be needed to 
generate a reliable classifier, based on the reference data.  

Response: We thank this reviewer for summarising the positive aspects of scClassify in the above paragraphs. 
We have addressed all questions and comments point-by-point below. 

1. They first test a weighted kNN classifier with various similarity metrics by training on one dataset and
testing on others for 6 PBMC, and 6 pancreas scRNA-seq datasets. Average accuracy is 72-93%
(Figure 1c). I found the heat map in Fig 1c to be a bit uninformative since most of the cells are high
(dark blue). Would it be possible to expand the color range and provide the values in a supplementary
table?

Response: We thank the reviewer for pointing out the average accuracy range. We have now updated the 
colour gradient and expanded the colour range in Figure 1C to focus on the accuracy from 50% to 100%. As 
suggested, we have also now provided the values in the new Dataset EV1. 

2. When applied to the same problem, scClassify generally was better than individual methods (82% of
the time), though in around 18% it was worse than any single method. This seems consistent with
other studies of ensemble methods. Is there anything specific about the datasets whose performance
goes down ? (e.g. sparsity, genes per cell, total UMIs, or some other measure of the dataset quality) ?

Response: As suggested, we have partitioned the prediction cases into (1) the ensemble model is better than 
the single best model and (2) a single model is better than the ensemble, and looked at a variety of data 
characteristics in both and training and test sets including data sparsity, number of UMI, number of genes, 
mitochondrial gene percentage, number of cell types, the largest cell type percentage (max_pct_cellType), the 
smallest cell type percentage (min_pct_cellType), and mean cell type percentage (mean_pct_cellType). We 
also included characteristics such as the number of common cell types between the training and test data 
(commonCellType), number of cell types that are unique in the training data (numUnique_train), number of cell 
types that are unique in the test data (numUnique_test), percentage of cells that are of unique cell types in 
training data (pctUnique_train). Results in boxplots are included below and we didn’t find any clear difference 
with respect to the tested data characteristics between the two groups (Figure R5). 



Figure R5 

3. scClassify also out performed 11 other cell classifiers. However, I think several of the best performing
recent ones have been missed, such as SVMreject. These are reviewed
inhttps://genomebiology.biomedcentral.com/articles/10.1186/s13059-019-1795-z. In particular that
review highlights variants of SVM as best. I realize that the field is moving quickly and is a moving
target, but given that it has been out since last September, I think it's important to compare. That
review also presents a tool for comparing performance.

Response: As suggested, we have now included SVMreject (a variant of SVM) which was reported as overall 
the best performing method in Abdelaal et al (PMID: 31500660) and CaSTLe (PMID: 30304022) (a recent 
method based on transfer learning) which is ranked relatively high but not included in our initial comparison. 
All other highly ranked methods in Abdelaal et al are already included in our initial comparison. We have 
updated Fig 2A-C, Fig EV2, and Appendix Fig S1 and revised the manuscript accordingly (see the Methods 
and Protocol section “Benchmarking and method comparison”, page 17-18) to include these results. 



4. The sample size estimation part of scClassify is novel (as far as I am aware) and should be useful.

Response: We thank the reviewer for this positive comment on the novelty and the utility of our proposed 
sample size estimation. 

5. Classification performance depends on the heterogeneity of each cell population, which makes sense
in retrospect but I have not seen it mentioned explicitly elsewhere.

Response:  The more heterogeneity the cell types are in the reference data, the easier they can be 
distinguished by the classification algorithm. In our sample size simulation study, Appendix Figure S4 shows 
that the classification performance is impacted by within-population heterogeneity. This point is now discussed 
in the “Discussion” section of the revised manuscript (page 9).  

6. One key thing missing from the manuscript is an indication of running time. It would seem important to
know how scClassify scales with the number of reference cell types, and the number of cells to be
classified; and how this compares to the other methods.

Response: Thanks for these suggestions. This is a similar comment to Reviewers #1 and #2 and we have 
addressed this together in response to Editor’s comment 3. Please refer to panels A and C that are specifically 
related to the scalability of scClassify with the number of cells and number of cell types in the reference data. 
Overall, we found scClassify to be comparable to other methods and these findings have been included in the 
manuscript accordingly. 

Other comments and questions: 

7. What happens when there is no intrinsic hierarchy ? e.g. in a tissue (or tumor) there will be a mixture of
cell types that are not related to each other (beyond the embryonic or progenitor stage).

Response: In such a case, cell types may not have a biological hierarchy but will be related to each other by 
the similarity of their transcriptome profiles which is still a useful organisation of reference data for 
classification. 

8. In Figure 4, the first sentence of the caption ends prematurely.

Response: We have corrected this in the revised manuscript. 



20th May 20202nd Revision - Editorial Decision

Manuscript Number: MSB-19-9389R, Sample size est imat ion and mult iscale classificat ion of cells 
using single and mult iple references 

Thank you for sending us your revised manuscript . We have now heard back from the three 
reviewers who were asked to evaluate your study. As you will see below, the reviewers are sat isfied 
with the modificat ions made and are support ive of publicat ion. 

Before we formally accept your manuscript for publicat ion we would ask you to address some 
remaining editorial issues.  

REFEREE REPORTS

Reviewer #1:

The authors have addressed all my comments. 

Reviewer #2: 

The authors have addressed all of my comments, in particular they have added a very nice-looking 
vignette. 

Reviewer #3: 

First , my apologies to the authors and editor for the delay in responding to the revised manuscript .
Strange t imes are upon us. 

The authors have addressed my comments, and those of the other reviewers. Having recent ly
struggled to get decent results from alternat ive algorithms, we look forward to t rying out scClassify
more intensively in the wild. This will be facilitated by its inclusion in Bioconductor. The vignettes are
useful and clear. I was not able to access the Shiny app at  the moment, but that  provision should
make it  usable by researchers who are not experienced with R.



22nd May 20202nd Authors' Response to Reviewers

The Authors have made the requested editorial changes. 



26th May 20203rd Revision - Editorial Decision

Manuscript number: MSB-19-9389RR, scClassify: sample size est imat ion and mult iscale 
classificat ion of cells using single and mult iple reference 

Thank you again for sending us your revised manuscript and for performing the requested changes. 
We are now sat isfied with the modificat ions made and I am pleased to inform you that your paper 
has been accepted for publicat ion. 
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� common tests, such as t-test (please specify whether paired vs. unpaired), simple χ2 tests, Wilcoxon and Mann-Whitney 
tests, can be unambiguously identified by name only, but more complex techniques should be described in the methods 
section;

� are tests one-sided or two-sided?
� are there adjustments for multiple comparisons?
� exact statistical test results, e.g., P values = x but not P values < x;
� definition of ‘center values’ as median or average;
� definition of error bars as s.d. or s.e.m. 

1.a. How was the sample size chosen to ensure adequate power to detect a pre-specified effect size?

1.b. For animal studies, include a statement about sample size estimate even if no statistical methods were used.

2. Describe inclusion/exclusion criteria if samples or animals were excluded from the analysis. Were the criteria pre-
established?

3. Were any steps taken to minimize the effects of subjective bias when allocating animals/samples to treatment (e.g. 
randomization procedure)? If yes, please describe. 

For animal studies, include a statement about randomization even if no randomization was used.

4.a. Were any steps taken to minimize the effects of subjective bias during group allocation or/and when assessing results 
(e.g. blinding of the investigator)? If yes please describe.

4.b. For animal studies, include a statement about blinding even if no blinding was done

5. For every figure, are statistical tests justified as appropriate?

Do the data meet the assumptions of the tests (e.g., normal distribution)? Describe any methods used to assess it.

Is there an estimate of variation within each group of data?

EMBO PRESS 

A- Figures 

Reporting Checklist For Life Sciences Articles (Rev. June 2017)

This checklist is used to ensure good reporting standards and to improve the reproducibility of published results. These guidelines are 
consistent with the Principles and Guidelines for Reporting Preclinical Research issued by the NIH in 2014. Please follow the journal’s 
authorship guidelines in preparing your manuscript.  

PLEASE NOTE THAT THIS CHECKLIST WILL BE PUBLISHED ALONGSIDE YOUR PAPER

Journal Submitted to: Molecular Systems Biology
Corresponding Author Name: Jean Yee Hwa Yang, Pengyi Yang

YOU MUST COMPLETE ALL CELLS WITH A PINK BACKGROUND ê

B- Statistics and general methods

the assay(s) and method(s) used to carry out the reported observations and measurements 
an explicit mention of the biological and chemical entity(ies) that are being measured.
an explicit mention of the biological and chemical entity(ies) that are altered/varied/perturbed in a controlled manner.

a statement of how many times the experiment shown was independently replicated in the laboratory.

Any descriptions too long for the figure legend should be included in the methods section and/or with the source data.

 

In the pink boxes below, please ensure that the answers to the following questions are reported in the manuscript itself. 
Every question should be answered. If the question is not relevant to your research, please write NA (non applicable).  
We encourage you to include a specific subsection in the methods section for statistics, reagents, animal models and human 
subjects.  

definitions of statistical methods and measures:

a description of the sample collection allowing the reader to understand whether the samples represent technical or 
biological replicates (including how many animals, litters, cultures, etc.).

The data shown in figures should satisfy the following conditions:

Source Data should be included to report the data underlying graphs. Please follow the guidelines set out in the author ship 
guidelines on Data Presentation.

Please fill out these boxes ê (Do not worry if you cannot see all your text once you press return)

a specification of the experimental system investigated (eg cell line, species name).

NA

graphs include clearly labeled error bars for independent experiments and sample sizes. Unless justified, error bars should 
not be shown for technical replicates.
if n< 5, the individual data points from each experiment should be plotted and any statistical test employed should be 
justified

the exact sample size (n) for each experimental group/condition, given as a number, not a range;

Each figure caption should contain the following information, for each panel where they are relevant:

2. Captions

NA

NA

NA

Manuscript Number: MSB-19-9389 

NA

NA

NA

NA

NA

NA

1. Data

the data were obtained and processed according to the field’s best practice and are presented to reflect the results of the 
experiments in an accurate and unbiased manner.
figure panels include only data points, measurements or observations that can be compared to each other in a scientifically 
meaningful way.



Is the variance similar between the groups that are being statistically compared?

6. To show that antibodies were profiled for use in the system under study (assay and species), provide a citation, catalog 
number and/or clone number, supplementary information or reference to an antibody validation profile. e.g., 
Antibodypedia (see link list at top right), 1DegreeBio (see link list at top right).

7. Identify the source of cell lines and report if they were recently authenticated (e.g., by STR profiling) and tested for 
mycoplasma contamination.

* for all hyperlinks, please see the table at the top right of the document

8. Report species, strain, gender, age of animals and genetic modification status where applicable. Please detail housing 
and husbandry conditions and the source of animals.

9. For experiments involving live vertebrates, include a statement of compliance with ethical regulations and identify the 
committee(s) approving the experiments.

10. We recommend consulting the ARRIVE guidelines (see link list at top right) (PLoS Biol. 8(6), e1000412, 2010) to ensure 
that other relevant aspects of animal studies are adequately reported. See author guidelines, under ‘Reporting 
Guidelines’. See also: NIH (see link list at top right) and MRC (see link list at top right) recommendations.  Please confirm 
compliance.

11. Identify the committee(s) approving the study protocol.

12. Include a statement confirming that informed consent was obtained from all subjects and that the experiments 
conformed to the principles set out in the WMA Declaration of Helsinki and the Department of Health and Human 
Services Belmont Report.

13. For publication of patient photos, include a statement confirming that consent to publish was obtained.

14. Report any restrictions on the availability (and/or on the use) of human data or samples.

15. Report the clinical trial registration number (at ClinicalTrials.gov or equivalent), where applicable.

16. For phase II and III randomized controlled trials, please refer to the CONSORT flow diagram (see link list at top right) 
and submit the CONSORT checklist (see link list at top right) with your submission. See author guidelines, under ‘Reporting 
Guidelines’. Please confirm you have submitted this list.

17. For tumor marker prognostic studies, we recommend that you follow the REMARK reporting guidelines (see link list at 
top right). See author guidelines, under ‘Reporting Guidelines’. Please confirm you have followed these guidelines.

18: Provide a “Data Availability” section at the end of the Materials & Methods, listing the accession codes for data 
generated in this study and deposited in a public database (e.g. RNA-Seq data: Gene Expression Omnibus GSE39462, 
Proteomics data: PRIDE PXD000208 etc.) Please refer to our author guidelines for ‘Data Deposition’.

Data deposition in a public repository is mandatory for: 
a. Protein, DNA and RNA sequences 
b. Macromolecular structures 
c. Crystallographic data for small molecules 
d. Functional genomics data 
e. Proteomics and molecular interactions

19. Deposition is strongly recommended for any datasets that are central and integral to the study; please consider the 
journal’s data policy. If no structured public repository exists for a given data type, we encourage the provision of datasets 
in the manuscript as a Supplementary Document (see author guidelines under ‘Expanded View’ or in unstructured 
repositories such as Dryad (see link list at top right) or Figshare (see link list at top right).
20. Access to human clinical and genomic datasets should be provided with as few restrictions as possible while respecting 
ethical obligations to the patients and relevant medical and legal issues. If practically possible and compatible with the 
individual consent agreement used in the study, such data should be deposited in one of the major public access-
controlled repositories such as dbGAP (see link list at top right) or EGA (see link list at top right).
21. Computational models that are central and integral to a study should be shared without restrictions and provided in a 
machine-readable form.  The relevant accession numbers or links should be provided. When possible, standardized format 
(SBML, CellML) should be used instead of scripts (e.g. MATLAB). Authors are strongly encouraged to follow the MIRIAM 
guidelines (see link list at top right) and deposit their model in a public database such as Biomodels (see link list at top 
right) or JWS Online (see link list at top right). If computer source code is provided with the paper, it should be deposited 
in a public repository or included in supplementary information.

22. Could your study fall under dual use research restrictions? Please check biosecurity documents (see link list at top 
right) and list of select agents and toxins (APHIS/CDC) (see link list at top right). According to our biosecurity guidelines, 
provide a statement only if it could.

C- Reagents

D- Animal Models

E- Human Subjects

NA

NA

NA

NA

NA

NA

G- Dual use research of concern

F- Data Accessibility

NA

NA

NA

NA

NA

NA

NA

NA

The pancreas data collection was downloaded from the National Center for Biotechnology 
Information (NCBI) Gene Expression Omnibus (GEO) for GSE81608 (Xin et al, 2016), GSE83139 
(Wang et al, 2016), GSE86469 (Lawlor et al, 2017), GSE85241 (Muraro et al, 2016), GSE84133 
(Baron et al, 2016), and EBI Array-Express website for E-MTAB-5061 (Segerstolpe et al, 2016). The 
PBMC data collection was downloaded from 
https://portals.broadinstitute.org/single_cell/study/SCP424/single-cell-comparison-pbmc-data 
(Ding et al, 2019), which contains a collection of seven datasets that were sequenced using 
different platforms (Smart-seq, Cel-seq, inDrops, dropSeqs, seqWells, 10X Genomics (V3), 10X 
Genomics (V2)). The Tabula Muris mouse data was downloaded from https://tabula-
muris.ds.czbiohub.org/ (Schaum et al, 2018). The neuronal data collection was downloaded from 
GEO accession number GSE71585 (Tasic et al, 2016), GSE115746 (Tasic et al, 2018), and 
GSE102827 (Hrvatin et al, 2018). The mouse lung development dataset was downloaded from GEO 
accession number GSE119228 (Cohen et al, 2018). The healthy mouse kidney dataset was 
downloaded from GEO accession number GSE107585 (Park et al, 2018). The PBMC10k data 
collection generated by Cell Ranger version 3.0.0 was downloaded 
https://support.10xgenomics.com/single-cell-gene-expression/datasets/3.0.0/pbmc_10k_v3. 

NA

NA

An open-source implementation of scClassify in R is
available from https://github.com/SydneyBioX/scClassify. Code to reproduce
all the analyses presented is available at https://github.com/
SydneyBioX/scClassify_analysis.
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