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Experimental Procedures 

Experimental Section 
The Advanced Photon Source at Argonne National Laboratory was run in the standard operating mode (top-up) with a bunch separation 
of 153 ns. The experiments were carried out at the undulator beamline 3ID by use of the monochromator setup for the 161Dy nuclear 
resonance (25.651 keV)[1,2]. In order to achieve maximum NRVS count rate at lowest possible sample temperature, the experiments 
were carried out by utilization of a compact liquid helium flow cryostat, originally designed for high-pressure experiments allowing a 
minimum base temperature of 9 K. It turned out that this corresponds to a sample temperature of about 20 K (see data analysis), a 
lower temperature could not be reached with the current available experimental setups at APS. The sample, pressed into a small-sized 
cylindrical pellet (diameter 600 µm, length 1 mm), was fixed with Apiezon N Cryogenic grease between the diamond culets in the 
miniature panoramic diamond anvil cell (mini-pDAC).[3] It has to be emphasized that no pressure was applied and that the setup was 
only chosen to allow adjustment of low sample’s temperatures, done by variation of He flow and use of two heaters. The NRVS scans 
were recorded with two Avalanche Photo Diodes placed outside the cryostat and performing at ambient temperature. The energy of 
the incoming synchrotron beam, focused to 20 µm, was varied by -30 meV to 70 meV around the nuclear resonance transition energy. 
The herein presented NRVS spectra result from the sum of 13-18 scans per temperature, with each scan being recorded with a step 
size of 0.25 meV and a data acquisition time of 3 sec/point. With consideration of the energy resolution of 0.6 meV (≈5 cm-1) and owing 
to statistical reasons, an uncertainty of 10 % for the energy position is assumed.[1] 
 

Synthesis of compound 1 
General procedure: The 161Dy2O3 starting material was obtained from Cyclotron Instrument, Mainz, Germany. The reagents used were 
commercially available and used without further purification. The powder XRD pattern was recorded on a Stoe STADI-P, using Cu-Kα 
radiation. For the simulation of the powder pattern the software Diamond 4.4.1 was used[4].  
Synthesis: [161Dy(Cy3PO)2(H2O)5] Br3·2Cy3PO·2H2O·2EtOH was synthesised by a modification of the literature procedure[5,6], to avoid 
having first to convert the 161Dy2O3 starting material into 161DyBr3. 30 mg (0.811 mmol) of 161Dy2O3 was stirred with 4 ml of deionised 
water. Hydrochloric acid (10% aq) was added dropwise until the solid was completely dissolved. A saturated aqueous solution of NaOH 
was added until no more white solid was precipitated. The cloudy solution was centrifuged and the liquid was decanted off. The white 
solid was washed three times with deionised water, and was then resuspended in 1 ml deionised water. After addition of 58.5 µl (87.2 
mg, 0.517 mmol) of a 48% aqueous solution of HBr followed by stirring for 1h, a clear pale orange solution was obtained. To this 4 ml 
EtOH and 97 mg (0.324 mmol) tricyclohexylphosphine oxide were added while stirring. After filtration, slow evaporation of the solution 
yielded clear block shaped crystals after one day. The solution was decanted and the crystals were washed with ethanol. Powder XRD 
confirmed the phase purity of the product by comparison with the calculated powder pattern. 
 

Data analysis 
The herein presented pDOS are calculated using the free available software PHOENIX[7], taking the resonance energy of 25.651 keV 
and recoil energy of 2.195 meV into account.[8] The data evaluation procedure determines and removes the elastic contribution from 
the NRVS data, separates the single-phonon absorption from multiphonon contributions based on a harmonic lattice model.[7] 
The NRVS data are composed of a vanishing negative energy (phonon annihilation, anti-Stokes) part and a positive energy (phonon 
creation, Stokes) region showing several frequency bands. This overall asymmetric structure is related to the law of detailed balance, 
since the phonon annihilation depends on the phonon occupation number, being negligible at low temperatures. [9] The elastic resonant 
absorption without annihilation or creation of phonons leads to the resonant peak at zero energy (elastic peak). [10]  Consequently, based 
on the detailed balance principle, the sample’s temperature is accessible from the NRVS data (see Table S3). However, it has to be 
considered that this procedure is not highly accurate in this low-temperature region owing to the vanishing annihilation part.[11] Owing 
to the experimental setup using a compact liquid helium flow cryostat, the sample temperature is generally higher than the three 
selected preset temperature values of Tset=10 K, Tset=40 K, Tset=80 K (compare to Table 1).  
Next to the pDOS calculation, the analysis with PHOENIX includes the calculation of the thermodynamic parameters and the Lamb-
Mössbauer factor[7], as described in detail in [11,12]. Following the notation given in [11], the extraction of the parameters is based on the 

ith moment 𝑀𝑖
𝑔
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Using these relations, information about the Lamb-Mössbauer factor can be gathered, considering the following relation to the mean 

square displacement 〈𝑥²〉 
𝑓𝐿𝑀 = exp⁡(−𝑘2〈𝑥²〉) 

〈𝑥²〉 =
ħ²

𝑀
𝑇−1
𝑔

 

where 𝑘 denotes the wavenumber related to the nuclear resonance transition and 𝑀 is the mass of 161Dy. Assuming a harmonic lattice 
potential, the mean force constant is related to the second moment of the pDOS via  

 

𝐷 =
𝑀

ħ²
𝑀2

𝑔
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Results and Discussion 

Results of density functional theory calculation 
DFT calculations were performed with the Gaussian 16[13] programme using the B3LYP[14] functional and CEP-31G basis set[15]. Grimme 
D3 dispersion corrections were applied [16]. The complex molecule of [Dy(Cy3PO)2(H2O)5]Br3 was optimized, starting from the X-ray 
structure[5] . The subsequent calculation of normal modes revealed no imaginary frequencies.  
 
Table S1: Experimental and calculated principal bonds with interatomic distances (in Å) and bond angles (in degree) for the title 
molecule of compound 1, showing that the optimized structure is in reasonable agreement with the X-ray structure. [5] 

 

  bond length Å bond length Å distance Å angle (°) angle (°) 

  Dy-O(P) Dy-O(H2O) Dy-Br O(P)-Dy-O(P) H2O-Dy-OH2 

DFT 2.189 2.194 2.409 2.375 2.392 2.398 2.358 4.817 4.835 4.809 179 73 72.5 69 72 74 

X-ray 2.210 2.190 2.344 2.355 2.362 2.336 2.365 4.833 4.814 4.765 179 70.7 71.4 72.0 72.8 73.3 

 
 
 
 
Table S2: Vibrational modes including Dy displacement as obtained by normal mode analysis for optimized structure of 1. Movies for 
all the modes are additionally given as ESI. The names of the individual movie files correspond to the frequencies of the modes, as 
listed here.The symmetry (symm.) of the vibrations was obtained by comparison of the discussed modes with those of IF7 representing 
the D5h symmetry, assuming the same ideal symmetry for the idealised coordination core of the complex under study. 
 

Mode  
(cm-1) 

Symm. 
Exp.  
(cm-1) 

Classification of vibrational mode including Dy displacement 

7 

-- 16 

movement of the central Dy-O7 unit, and rotational-like movement of the Cy3PO 

groups and a strong bromine amplitude (that at 7 cm-1), wing-like movement of the 
cyclohexyl ring (these at 7, 20 and 22 cm-1) and 

rotation of the cyclohexyl ring around the P-C-ring (modes at 23 and 25 cm-1). 
 

20 

22 

23 

25 

43 

-- 43 
Minor amplitude of Dy movement, but pronounced rotation of the cyclohexyl ring around 
the P-C-ring and the P-O-Dy bending 

 
45 

47 

60 

-- 60 
Minor amplitude of Dy movement, pronounced rotation of the cyclohexyl ring around the 
P-C-ring and the P-O-Dy bending 

 

61 

61 

62 

107  92 
H2O-Dy-OH2 bending and Dy movement mainly in the Dy(H2O)5 plane. Particularly 

strong amplitude of Dy movement in this plane for the mode at 112 cm-1. 
110  100 
112 E1

’ 106 

127  121 Similar to those predicted at 107-112 cm-1. 

146 
-- 144 

Similar to those predicted at 107-112 cm-1. Water ligands movement occurs mainly 
perpendicular to the equatorial plane (flipping). 148 

166 A2‘‘ 

156 
Similar to those predicted at 107-112 cm-1. With a significant amplitude of the Dy 

displacement perpendicularly to the equatorial plane and some P-O-Dy bending. Mode 
at 171 cm-1 includes movement of cyclohexyl rings 

167 
-- 

168 

171 A2‘‘ 

189 A2‘‘ 
183 

Analogous to mode at 166 cm-1, with higher amplitude of the in-equatorial plane 
movement of Dy. 

Analogous to 189 cm-1 with water ligands moving in Dy-water plane 
198 A2‘‘ 

200 -- 191 Similar to those predicted at 189 and 198 cm-1 

209 -- 205 Similar to those predicted at 189 and 198 cm-1 

308 

-- 339-356 

Stretching modes with displacement of Dy. For the mode at 308 cm-1 the O(P) 
stretching dominates, while for the that 313 cm-1 the Dy-O(water) stretching is 

pronounced. 
 

313 

373 
375 

E1‘ 
E2‘ 

381 
Stretching type modes with displacement of Dy and 

five water molecules in the Dy-(H2O)5-plane (at 373 and 375 cm-1) with additional Dy-
O(P) stretching (at 386 cm-1) 

 
386 -- 
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Low-frequency vibrational modes 
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Figure S1: Low-frequency part of the NRVS spectra recorded at a sample temperature of 21(3) K. The comparison with the simulated NRVS spectrum based on 

the normal mode analysis shows the existence of intramolecular vibrational modes that can be assigned to the experimentally observed peak structure.  

 
It should be noted that the low-energy part in the experimental data, that can be slightly affected by the subtraction of the elastic peak 
during data reduction procedure[10], can be mostly assigned to acoustic modes, but is occasionally also populated by optical modes. [17]  
The estimation of the contribution of the acoustic modes is based on the fraction of the kinetic energy associated with the motion of the 
Mössbauer atom in each respective mode, the so-called mode composition factors[18]. This formalism represents the basis for the 
calculation of the pDOS from the normal modes[18,19]. The calculation is further based on the numerical integration of the experimental 
data and assumes that the inter- and intramolecular modes are independent of each other[17,18]. Taking the relative mass of Dy 
compared to the total molecular mass of 1 into account, this energetic limit of the region of acoustic modes is estimated as 30 cm-1. 
 

Temperature-dependent NRVS data 

As a second step, we have investigated the influence of the temperature on the vibrational properties of the SMM 1. With increasing 

temperature, the NRVS data is dominantly changed near the resonant peak, showing a rise in the negative wing of the spectrum with 

a distinct phonon peak (see Fig. S2, marked with arrows). As mentioned before, this increase in intensity can be attributed to the 

thermal occupation of low-lying phonon modes.[9,20] A further temperature-dependent effect influencing the NRVS spectra results from 

the increasing probability of multi-phonon contributions. However, these terms are eliminated by calculation of the pDOS (see Data 

Analysis section). 
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Figure S2: Temperature dependent NRVS spectra recorded at three different temperatures. With increasing temperature, the negative-energy wing increases in 

intensity owing to the thermal occupation of low-lying excited phonon states, making the annihilation of phonons more likely. 
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Figure S3: Enlarged view of selected energetic parts of the experimental pDOS of 1. The colored parts are those showing the most pronounced modifications upon 
the temperature change (compare Figure S4, also mentioned in the description in the main text). 
 
 

Figure S3 highlights further spectral changes, which occur, for example, also in the range 115-145 cm-1 (see Figure S3, gray and purple 
background pattern). From the simulated pDOS, most of these observed frequency bands could be assigned to several intramolecular 
vibrations that are separated by only 2-3 cm-1. Therefore, based on the current data we consider it as not reliable to allocate the 
experimentally observed changes to certain distinct calculated vibrational modes. 

 
 
Discussion of spin-phonon coupling and anharmonic effects 

 

In general, anharmonicity describes the existence of non-quadratic terms in the inter-atomic potentials, as e. g. by non-symmetric 

potentials[21], or via spin-phonon coupling.[22] As outlined before, spin-phonon coupling is indeed assumed to be one key mechanism 

related to spin-dynamics in SMMs.[23,24] The frequently employed Debye-approach as a spin-phonon model for molecular compounds 

has however nowadays become obsolete.[23,24] Firstly, the restriction on acoustic phonons and secondly the assumption of a uniform 

spin-phonon coupling intensity is not appropriate for SMMs.[25,26] This has been shown just recently by independently reported ab initio 

spin dynamic approaches emphasizing the importance of the coupling strength of acoustic and especially optical intramolecular 

vibrational modes including the distortion of the coordination environment of the central metal center. [24,25,27] The therein presented 

models include anharmonic force constants, revealing a temperature dependency of anharmonic effects and the responsibility for 

under-barrier relaxation at high temperatures.[26,27]  

One way to account for anharmonic effects in molecular vibrations is to add correction terms to the harmonic frequency of a given 
mode. The correction terms are determined by (diagonal and off-diagonal) anharmonic coefficients that represent the coupling of the 
given mode to the bath of all other modes. The anharmonic coefficients can be derived from the cubic and quartic force constants in a 
normal coordinate basis and are negative in most cases, leading to a decrease of the given (harmonic) frequency. The band shift with 
increasing temperature is then determined by the anharmonic coefficients, the (thermal) population probability of the modes with 
energies below that of the considered one, and the method-specific line shape function.[28] 

At higher temperature (e.g. T ≳ 300 K) and higher frequencies (e.g. ≳ 800 cm-1) for a molecule of this size this usually results (via 
“averaging” over a larger number of lower-energy populated modes with mostly negative anharmonic coefficients) in a systematic red-
shift of the observed vibrational frequency with increasing temperature, together with asymmetric line broadening.[29] A recent 
computational study of a transition metal complex has also proven the occurrence of negative frequency shifts for specific bands.[30] As 
shown in Fig. 4 (spectral regions marked in grey), the changes observed for the pDOS of 1 are not systematic, neither regarding band 
position nor band shape. However, this finding is still conceivable within the framework described above. Here, at low temperature and 
small frequencies, for a given mode the number of effectively coupled lower-energy bath modes is strongly reduced. Consequently, the 
gradual population of the low-energy bath modes, and thus the switching-on of the respective anharmonicity with increasing 
temperature, might favor the relative impact of specific modes with positive (or, in other cases or at another temperature negative) 
anharmonic coefficients. This, in turn, could lead to the observed irregular (positive or negative) frequency shifts. 
 
In the context of anharmonic effects, there is one further effect that should be mentioned. In the case of the Fe-based SMM [(tpaPH)Fe]-, 
the presence of a lowest phonon mode close to twice the energy of the effective energy barrier was reported by inclusion of 
anharmonicity.[26] However, such a relation between the vibrational energies and the high effective energy barrier of 1 (543(2) K; 
377 cm-1 [5]) is not observable within this study since the vibrational modes including 161Dy displacements are located in a lower energy 
region (<400 cm-1). 
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Temperature-dependence of thermodynamic parameters and the Lamb-Mößbauer-factor  

 

 
Table S3. Lamb-Mößbauer factor and thermodynamic parameters as 
deduced from the 161Dy-NRVS data using PHOENIX[7,31]. 
The parameters are additionally calculated from the simulated 
pDOS[10,11,32]. The values are obtained using the formalism introduced 
in the section ‚Data analysis’, described on p. 3. 

 Experimental pDOS Simulation 

T (K) 21(3) 50(2) 89(3) 21[a] 

fLM 0.64(2) 0.47(2) 0.30(2) 0.67 
fLM(T=0 K) 0.76(1) 0.77(1) 0.77(1) 0.8 
<x²> (Å) 0.0027(3) 0.0045(4) 0.0072(4) 0.0024 
EKin 
(meV/atom) 

3.8(2) 4.3(2) 5.6(1) 4.6 

Cv (kB/atom) 0.60(9) 1.46(5) 2.10(5) 0.40 
Svib (kB/atom) 0.38(9) 1.23(9) 2.12(5) 0.23 
D (Nm-1) 212(25) 266(40) 263(25) 305 

[a] Parameters deduced from theoretically calculated pDOS are 
obtained by assumption of a temperature-independent pDOS and 
calculation of parameters with assumption of a temperature of 21 K. 

 
 
It is worth noting that the Lamb-Mößbauer-factor fLM shows a pronounced decay upon temperature increase (see Figure S4), directly related to 
the increase of the mean-square displacement <x²> of the Dy(III) ions (see Table S3). Such a temperature dependence of fLM can be attributed 
to the increasing thermal population of vibrational states.[33] Furthermore, the kinetic energy Ekin, the specific heat capacity Cv and the vibrational 
entropy Evib show a pronounced temperature dependency. 
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Figure S4: Temperature dependent Lamb-Mößbauer factor as obtained by NRVS data reduction and calculation of pDOS. With increasing temperature, the Lamb-
Mössbauer factor decreases. A theoretical analysis of this behavior is often based on the Debye-model[34], which is however grossly inadequate for molecular 
compounds[34]. An approximated Debye-temperature can be gained by neglecting the zero-energy value calculated out of the thermalized moment of the 
spectrum[11,32], resulting in a Debye-temperature of about 107 K.  
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