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Appendix A – Elaboration of the main text 

 

A1 Search terms  

Literature searches were performed in PubMed using Medical Subject Headings (MESH) 

terms and keywords “(?sequenc* OR metagenom* OR Illumina OR RNA-seq OR RNASeq 

OR (Roche 454) OR (Ion torrent) OR (Proton / PGM) OR MiSeq OR HiSeq OR NextSeq OR 

MinION OR Nanopore OR PacBio) AND (infectio* OR microorganism OR microorganisms 

OR pathogen OR pathogens OR bacteria* OR virus OR viral OR fungus OR fungi OR 

parasite OR parasites OR parasitic)”, searching references of articles, and supplemented by 

expert opinion from within the group. Articles were limited to those in English language 

published between January 2000 and June 2019. 

 

A2 Methods used for bioinformatics analysis (see section 4.3) 

Taxonomic profiling and read classification methods fall into two categories, either using 

sequence composition (alignment-free) or sequence identity (similarity-based) compared 

against user-provided reference databases or aligning to marker genes (1). Similarity search-

based methods, using algorithms such as megaBLAST, Bowtie2 (nucleotide) and 

DIAMOND, RAPSearch (translated nucleotide or protein), are considered the most sensitive 

methods for read classification, but require considerable computational power (2). Protein 

level taxonomic classification, based on translated nucleotide alignments is often considered 

the most appropriate for novel pathogen discovery and/or RNA virus detection (3), but may 

be prone to lower specificity than nucleotide-based classification for bacteria and eukaryotes 

due to higher sequence conservation in these organisms.  

Methods using exact k-mer (sequences of k nucleotides) matching allow efficient analysis of 

samples and are typically accurate to at least the genus level but may identify false positive 

hits, for example with dinucleotide or homopolymer repeat regions, even if those can be 

removed prior to species-assignment, together with other low-complexity reads. To resolve 

ambiguous matches, several methods work either by partitioning reads with multiple possible 

assignments to the highest taxonomic level containing all matching species or their lowest 
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common ancestor (LCA) (4), or consider the unique k-mer content relative to the number of 

reads assigned (5). Other similarity-based methods use probabilistic read classification to 

formally resolve ambiguous matches (6, 7). 

All taxonomic profiling methods are limited by false positive and false negative results (8, 9). 

These can be reduced through appropriate read filtering before classification, for example, by 

removing low complexity and/or host DNA and rRNA gene fragments, and depending on 

context, by penalising the addition of taxa in the results. Finally, a universal limitation of 

similarity-based methods is their reliance on public reference databases, even though masked 

databases can be used (10), which we describe in section 9.3. Several studies, including 

community-driven initiatives (11), have set out to benchmark the performance of the different 

classification methods. However, the necessary reliance on simulated data affects the 

evaluation of overall performance. The selection of appropriate classifiers is affected by the 

dataset, resource and research question. For instance, in microbiome research, accurate 

taxonomic classification to the species (or strain level) in a diverse community is critical, 

whereas lower resolution with more robust assignments may be required for clinical testing.  

Rather than species composition, bioinformatic analyses can be targeted towards the 

detection of features of interest such as known AMR mutations/genes for one or multiple 

strains present in a metagenomic sample. An obvious application is the prediction of 

phenotype from sequence data, which is increasingly used in diagostics. However, 

implementation of phenotypic diagnostic tests based on whole-genome sequencing remains 

challenging even when applied to single species samples (12). The mixed nature of 

metagenomic data adds the further challenge of localising AMR genes and mutations to a 

particular species (13). 

 

A3 Orthogonal methods to confirm pathogen identity, function and viability (see section 

4.5) 

Orthogonal methods should be considered for pathogen confirmation where 

immunohistochemistry or culture are not available or feasible (for example, species-specific 

qPCR, fluorescent in situ hybridisation ‘FISH’, and convalescent serology). Important tools 

include measuring a sample twice, preferably with a different extraction method in separate 

runs, or subsequent verification with a different sequencing setup. However, contamination 
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and incompleteness of reference databases can yield repeated false positive or false negative 

results (10) (section 9.3). 

Sequence data, if applied only to DNA, should not automatically be assumed to indicate 

viability of an organism and/or functional expression of a gene, discussed in 4.3. In theory, 

follow-up proteomics could be used to confirm gene expression, although challenges and 

inconsistencies currently exist in correlating multi-omics data and this is rarely performed 

(14). Alternative methods may confirm functionality, such as the use of animal models to 

confirm findings of microbiome studies (15).  

Detection of DNA (or proteins) alone does not establish the presence of a viable organism. 

The half-life of DNA and proteins is typically long, and DNA can be detected days, if not 

weeks, after clearance of an infection (16, 17). If the primary objective of a study is to detect 

viable organisms from tissue, sequencing of RNA is preferable due to its shorter half-life, i.e. 

in the order of minutes, however convincing evidence of viability would depend upon further 

experiments (18). An approach to detect metabolically active organisms (both dormant and 

replicating) is to treat the sample with Ethidium-monoazide or Propidium-monoazide (PMA) 

to selectively remove DNA from dead cells during downstream sequencing process (19), 

though these protocols remain challenging to optimise, especially for clinical use (20).  

 

A4 Potential sources of bias (sampling, transport, storage, library preparation, and 

sequencing; see section 9.1) 

It is recommended that the use of water and reagent blank controls (see section 4.4) should be 

reported, alongside checking for contamination from current and previous runs and cycle 

indexing (11).  

Experimental bias that is caused at different stages of a metagenomics experiment is more 

challenging to control for than sources caused by selection bias or contamination. The fact 

that the microbiome is a mixture of different microorganisms means that a given protocol 

may favour certain groups being over-represented in the processed samples. For example, 

enrichment protocols may introduce bias for pathogen detection (21). Capture probe-targeted 

sequencing will limit detection to targeted sequences, and 16S has limitations with regard to 

the level of taxonomic classification. While this precise form of bias does not exist in 



4 
 

untargeted metagenomics, other experimental bias can occur at different protocol stages, 

including sampling, nucleic acid extraction (22) or during post-extraction steps (23). In 16S 

rRNA gene sequencing, different primers amplify different bacterial families to differing 

degrees due to mismatches, resulting in biased abundances which in turn bias diversity 

metrics (24) and cannot be completely corrected bioinformatically (25). 

Validation procedures applying mock communities (26-29) or synthetic spike-ins (30, 31) 

prior to library preparation can assist in understanding experimental performance and 

identifying bias. Spike-in controls have also been shown to be useful for discriminating 

whether detected microbes likely represent reagent contaminants versus true infections given 

that the abundance of the former tends to be inversely correlated to the input mass of the 

nucleic acid (i.e., contaminants form a higher proportion of datasets from low input samples) 

(32-34). Spike-in controls are also useful for evaluating reduced analytic sensitivity (35).  

 

A5 Limitations of reference database(s) (see section 9.3) 

In cases where databases may be sufficiently comprehensive, the choice of protein or 

nucleotide reference database depends on the study setting and objectives. Protein (translated 

nucleotide) similarity searches recover more remote homology, allowing for the detection of 

divergent viruses that might be missed by nucleotide similarity searches (36), but incur 

increased risk of false-positives. In other cases, intraspecies or sub-strain differences may be 

clinically important, requiring nucleotide similarity searches against comprehensive reference 

databases, often employing computationally sophisticated methods (37, 38). Similarly, 

metagenomics gene screening approaches for specific genotypic features, such as for known 

AMR mutations, rely on nucleotide-scale resolution and updated databases facilitating rule-

based prediction of phenotypes. Increasingly, nucleotide sequences are being used as 

comparative references, providing environment-specific taxonomic composition which may 

be useful to identify disease or host-specific niches (39). 

Outputs of almost all metagenomics assigners are ranked as taxonomic hits relative to a 

reference database. These provide convenient classification units, however, it is 

acknowledged that within-taxon genetic diversity can generate misassignments. A well-

known example is the apparent mis-classification of Shigella despite its high sequence 

similarity (>80%) to Escherichia coli compared to other Escherichia species (40). It follows 
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that a single cut-off is not possible to delineate different taxonomic levels. Despite recent 

progress in the ability of metagenomic approaches for detection and targeted culturing of 

previously ‘unculturable’ bacteria (41), classification of the latter remains challenging (42). 

New microorganisms and viruses are being constantly described and naming conventions 

may change following progress in the taxonomy of previously described taxa (Figure 2d). It 

is also not uncommon for the same fungal organism to have been given multiple names due 

to the historic nomenclature of referring to different sexual phases with distinct names (43). 

Though we note that a full discussion of the moving and complex field of taxonomic 

nomenclature is outside the scope of our review.  

 

A6 Power calculations for metagenomics studies (see section 10.1) 

The need for a priori power calculations is exemplified by a recent meta-analysis of gut 

microbiome studies; despite significant overall associations when combined, single studies 

with small sample sizes often had few or no significant associations, most likely due to being 

under-powered (44). Methods for different scenarios have been described. For example, 

Thompson’s method has been suggested as appropriate for the calculation of power to detect 

α-diversity, as has a method to calculate the power of PERMANOVA to estimate β-diversity 

(45), whilst La Rosa et al (46) proposed a power method based on Dirichlet multinomial 

distribution for analysing relative abundance (47). 

Power calculations depend on a number of variables including expected effect size, 

sequencing depth, level of taxonomical description, acceptable significance level (p-value) 

and power threshold, choice of the test statistics, how multiple comparisons were corrected 

for and the sample size (46). Parameters such as significance level and power threshold are 

usually chosen by convention as p-value ≤ 0.05 and power of 80% (46) and the level of 

taxonomical description will depend on the question asked. However, other parameters, such 

as effect size, require more careful consideration and a rationale for chosen options.  

Published effect sizes are affected by other factors which differ between studies (section 9). 

Large effect sizes can overcome this issue - for example, differences between infants’ and 

adults’ microbiome composition have been observed even in studies using very different 

processing techniques because of the large effect size of age (48). This was demonstrated in a 

meta-analysis of the association between differences in the microbiome and obesity, which 
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found that most studies lacked the power to detect modest effect sizes of 0.9-6% changes in 

alpha diversity (49). Pilot studies are useful to determine the expected effect size, although 

small pilot studies may overestimate an effect, and lead to underestimation of the required 

sample (50). It may be challenging to anticipate a clinically or biologically relevant effect 

size, particularly for microbiota studies or studies with indeterminate endpoints, but some 

justification and elaboration should be attempted. 

Multiple comparisons are inevitable in metagenomics studies (e.g. between hundreds of 

bacterial species and tens of clinical variables), and these increase the probability of false 

positive findings. For example, Vogtman et al conducted whole-genome shotgun sequencing 

on faecal samples from 52 cases with colorectal cancer and 52 matched controls and 

compared findings from a previously published 16S rRNA gene study. The study was 

underpowered to detect many statistically significant associations after correction for multiple 

testing (51). Power calculations need to incorporate correction for multiple testing, using 

approaches such as the Bonferroni method, or the less conservative Benjamini-Hochberg 

method (52). 
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Appendix B - Proposed criteria for causality 

 

The use of metagenomics for infectious disease research and clinical medicine brings new 

opportunities for the attribution of disease causality. However, a critical approach is required 

to differentiate aetiological agents from commensals or contaminants and ensure the validity 

of interpretation. Prevailing concepts of disease causality and their application and extension 

to encompass metagenomics are discussed below. 

Koch’s postulates (1942) are the oldest criteria for evaluating disease causation (53). They 

proposed that an agent needs to be present in every case of the disease, be specific for that 

disease, that it can be grown in culture and replicate the disease when introduced into a naïve 

host. 

The Bradford Hill Criteria (1965) added important parameters such as strength of 

association, temporality, consistency of results, coherence of studies, dose-response effect 

and plausibility (54). 

Fedak et al updated these criteria in view of methodological advancements, including in 

molecular biology and statistics (55). These advancements enabled more nuanced exploration 

of the often multistep and complex pathways of disease causation, and it was suggested that 

the Bradford Hill Criteria needed to evolve. As such, while statistical significance was re-

emphasised as a marker for the strength of an association, it was with the caveat that the 

underlying methods, evidence from the literature and other contextual factors should be 

explicitly taken into account in considering causality. More sophisticated integration of 

results from different study designs and with varying methods to demonstrate mechanistic 

links were proposed as extensions to the concept of consistency. Similarly, in recognition of 

the multifactorial and complex nature of disease progression, it was acknowledged that 

biological plausibility may require integration of data from different disciplines. 

Since their conception, the limitations of Koch’s postulates, such as for unculturable disease-

causing microorganisms, have led to work-around modifications of the criteria, e.g. the use of 

immunological evidence to detect infection for unculturable pathogens (56, 57). 
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The unit of disease causation has been revised in some cases from organism to gene with the 

identification of virulence genes as both necessary and sufficient for disease causation (58) 

and, following the introduction of PCR, the presence of microbial nucleic acid sequences 

rather than intact organism has been used to attribute disease causality (59). 

However, it has also been argued that virulence genes may not be readily identifiable if they 

are expressed at different times during an infection (60). This led to a revised set of 

‘Metagenomic Koch's Postulates’ focussing on the identification of metagenomic traits, i.e. 

molecular markers such as sequence reads, assembled contigs, genes or full-genomes that can 

be used to distinguish disease-causing metagenomes from metagenomes obtained from 

healthy controls. 

More recently, Neville et al developed the ‘Commensal Koch’s postulates’ as a framework 

for establishing causality in microbiome studies and in recognition of the potential health-

promoting effect of the microbiota (61). In a further extension, Vonaesch et al developed the 

‘Ecological Koch’s postulates’, which propose an ecological approach to disease causation, 

acknowledging the interactions between microorganisms, their hosts and environments, 

rather than focusing on a single pathogen or gene (62). The postulates propose that a 

‘dysbiotic’ microbiota pattern, which represents a disease-promoting ecosystem, needs to be 

found in all diseased cases. 

In accordance with Koch’s original postulates, these modified criteria also require that 

inoculation of an unaffected host with an isolate or sample from a case and the observation of 

disease (or the prevention of disease) is necessary to establish causation. 

Lipkin et al, developed a three-level scoring system based on laboratory, clinical and 

epidemiological data for establishing confidence in causation, ranging from possible to 

definitive (63). They recognised that ethical practice often precludes inoculation of healthy 

human hosts, and that animal models have their own limitations and may not be available. 

Moreover, the increasing use of molecular diagnostics rather than culture means that viable 

organisms may never be recovered. For a causal relationship to be confirmed, Lipkin 

therefore acknowledged the importance of reproduction of disease by inoculation, but also 

suggested that the attenuation or prevention of disease by microorganism-specific vaccines or 

drugs can provide alternative evidence of causality. 
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Similarly, according to Fredericks & Relman, evidence for a causal relationship is provided 

by the identification of microbial genomes in tissue samples with pathological changes, 

particularly where this is supported by comparisons of pathogen genome copy number in the 

tissue samples with and without pathology during different disease phases, including prior to 

onset (59). 

Finally, the anatomical site of detection can add to the evidence for causality (64). For 

instance, in cases of encephalitis, detection of a single pathogen in the brain, compared to 

cerebrospinal fluid (CSF) or another sterile site, increases the likelihood of the organism 

being the causative agent (65, 66). Evidence of an organism-specific immune response adds 

further weight. 
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