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Reviewer Comments to Author: 

The authors approached the missing-not-at-random problem for transcriptomic and methylation data. 

They compare against SVD and KNN, (also additionally B-VAE, plus VAE with a variance shift term) using 

the RMSE and correlation with clinical covariates as metrics. I think this is a nice idea and seems correct 

in implementations. However, I find some parts of the paper are not fully explained. 

Data Questions: 

What are the NA values in TCGA data? Were the NAs genes that had a count of zero? Did the authors do 

any additional filtering, I'm a bit surprised the remaining number is 17K. 

The authors mention disease type is how the RNA-Seq data was separated, what granularity of disease 

type? Is this high-level Cancer Types or do the authors separate by any sub-types? 

Clinical correlation Questions: 

The authors run a correlation analysis between clinical phenotypes and the imputed values. Additional 

details would help clarify how to interpret the results. For example, was this analysis done within cancer 

types or across cancer types? How were different histological grades transformed into values? Also, you 

mention that the correlation was initially done using spearman, however later you mention Pearson in 

the figure legends. Which package did you use to run this? If I want to redo your analysis I need more 

details. I wasn't able to find further results in your github, either. 

Also, it is a little unclear to me what your motivation is to look at the concordance index between the 

correlation coefficients obtained from the imputed data. Why not look at which of the imputation 

methods provides values that are most predictive of the clinical phenotypes? Is it also possible to get 

error bars on the values in table 1? 

Plotting Questions: 

To be more convincing that the author's method performs better, all boxplots where you compare 

against other methods require significance scores. (I think you are using ggplot, so it would be easy to 

add these using the ggsignif package). 

Training / Model Questions: 

In regards to the shirt parameter, it is not clear to me how lambda was selected, the authors state 

"hyperparameter ð•œ† is selected on a validation data which simulates the lowest 10% missing case". 

What is the validation data in this case and how exactly is lambda learned? Is the validation data a 

completely held-out set that isn't used later? Did you do this shifted VAE for methylation data?   

What is the size of the encoder? How many hidden layers? What is the activation function? 

General comments: 

Reading this paper in the context of current genomics research, it may be useful to compare against a 

model in the wide array of single-cell data imputation models. This is an application where I can see the 



author's method being applied. 

Also, I feel like the statement "We show that noise addition to the latent space is the essential 

mechanism that enables VAE's good imputation performance, compared to a regular deterministic AE", 

is a bit strong. I think the authors have an experiment that may suggest this, but they did not show it 

was an essential mechanism. 

There is also some spelling mistakes, "form" instead of from in "Variational autoencoder imputation 

with shift correction", and "missing-no-at-random" in "RMSE of imputation on RNA sequencing data" 
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