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SUMMARY
Complex natural sounds, such as bird singing, people talking, or traffic noise, induce decodable fMRI acti-
vation patterns in early visual cortex of sighted blindfolded participants [1]. That is, early visual cortex re-
ceives non-visual and potentially predictive information from audition. However, it is unclear whether the
transfer of auditory information to early visual areas is an epiphenomenon of visual imagery or, alternatively,
whether it is driven by mechanisms independent from visual experience. Here, we show that we can decode
natural sounds from activity patterns in early ‘‘visual’’ areas of congenitally blind individuals who lack visual
imagery. Thus, visual imagery is not a prerequisite of auditory feedback to early visual cortex. Furthermore,
the spatial pattern of sound decoding accuracy in early visual cortex was remarkably similar in blind and
sighted individuals, with an increasing decoding accuracy gradient from foveal to peripheral regions. This
suggests that the typical organization by eccentricity of early visual cortex develops for auditory feedback,
even in the lifelong absence of vision. The same feedback to early visual cortex might support visual percep-
tion in the sighted [1] and drive the recruitment of this area for non-visual functions in blind individuals [2, 3].
RESULTS

Decoding of Natural Sounds in Congenitally Blind
Individuals
To investigate the presence of sound representation in early vi-

sual cortex of blind individuals, we acquired fMRI data from 8

congenitally blind participants listening attentively to natural

sounds. We used three natural sounds (one exemplar each): a

forest scene (bird singing and a stream); a crowd scene (people

talking without clear semantic information); and a street scene

(traffic noise with cars and motorbikes; Figure 1A). We derived

boundaries of early visual areas (V1, V2, and V3) and their foveal

and peripheral regions, using cortex-based alignment and over-

laying probabilistic retinotopic maps from sighted participants

onto reconstructed brain surfaces of blind participants (Fig-

ure 1B). Using multi-variate pattern analysis (MVPA), we de-

coded the three different sounds from fMRI activity patterns in

the corresponding early ‘‘visual’’ areas of blind individuals [1, 4,

5] (STAR Methods).

We found that we can decode natural sounds significantly

above chance in all early visual areas (all early visual areas

[EVCs] together, V1, V2, and V3) in the congenitally blind group

(Figure 1C; all p = 0.001 from permutation testing), with
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remarkable consistency across individual participants (Figure 2).

Confusion matrices illustrate similar classifier’s predictions for

each of the three sounds included in the experiment (Figure S1).

Unsurprisingly, sound decodingworked verywell in auditory cor-

tex (positive control) but at chance level inmotor cortex (negative

control; Figure 1C). The successful decoding of sounds in early

visual areas mirrors the results previously found in a group of

sighted participants (Figure 1D; data taken from [1]). In order to

investigate the role of visual imagery in the transfer of auditory in-

formation to early visual cortex, we previously conducted a se-

ries of control experiments in the sighted, concluding that visual

imagery is unlikely to fully explain the observed pattern of activity

in early visual areas [1]. However, we also concluded that the in-

fluence of visual imagery on auditory-induced activation patterns

in visual cortex could not be ruled out entirely. Given that all blind

participants lacked sight from birth on, and therefore lacked vi-

sual imagery, our current results in the blind group demonstrate

that visual imagery is not a prerequisite of auditory feedback to

early visual cortex.

Next, we looked at the eccentricity pattern of sound decoding

accuracy in early visual cortex. We found that, in early visual cor-

tex of blind individuals, sound decoding accuracy increased

from foveal to peripheral regions, as indicated by a significant
ugust 3, 2020 ª 2020 The Authors. Published by Elsevier Inc. 3039
er the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Figure 1. Experimental Design and Classification Results

(A) Congenitally blind individuals (n = 8) participated in an fMRI experiment in which they were listening to three natural sounds interleaved with silent periods

(apart from MRI scanner noise). Multi-voxel pattern analysis (MVPA) was used to decode the sounds from participants’ early visual cortex activity patterns.

(B) In a separate fMRI session, retinotopic mapping was performed for a group of sighted participants to individually define early visual areas V1, V2, and V3.

These retinotopically defined regions of interest (ROIs) were then mapped onto a cortical reconstruction of each blind participant using cortex-based alignment.

Aligned ROIs were converted into maximum probability maps that were then used in the data analysis as early visual ROIs for blind participants. Additionally,

auditory cortex and motor cortex ROIs were defined for each participant using brain atlases.

(C and D) Mean classification accuracy of the classifier distinguishing the three natural sounds in the different ROIs in (C) blind participants and (D) sighted

participants. The data for sighted participants (n = 10) were taken from [1] (the results for auditory cortex andmotor cortex were recalculated within the sameROIs

that were used for blind participants). Early visual cortex (EVC) contains V1, V2, and V3. AC, auditory cortex; MC, motor cortex. Chance level (one out of three) is

marked with a black line. Error bars indicate SEM. Testing against chance level was performed with a permutation analysis. Results for V1, V2, and V3 were

corrected for multiple comparisons, within each group, with a single threshold test. *p < 0.05; **p < 0.01; ***p = 0.001.

(E and F) Mean classification accuracies for all visual ROIs divided into three eccentricities (fovea, periphery, and far periphery) in both (E) the blind and (F) sighted

group. Results were corrected for multiple comparisons within each group using the false discovery rate. *p < 0.05; **p < 0.01.

See also Figures S1 and S3 and Table S2.
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eccentricity effect in an eccentricity by area ANOVA (Figure 1E;

main effect of eccentricity: F(2,14) = 9.69, p = 0.002, partial eta

squared = 0.58; all other ANOVA effects: p > 0.25) and a signifi-

cant linear contrast for the eccentricity factor (F(1,7) = 14.72; p =

0.006; partial eta squared = 0.68). The observed gradient of de-

coding accuracy is comparable to the one previously found for

sighted individuals (Figure 1F; data taken from [1]). Thus, a

spatial pattern of auditory feedback modulation of early visual
3040 Current Biology 30, 3039–3044, August 3, 2020
cortex activity is present in the blind group and similar to the

one found in the sighted group. This suggests that the typical or-

ganization of early visual areas by eccentricity develops even

despite the life-long absence of vision.

A whole-brain searchlight analysis in the blind group (Figure 3)

revealed above-chance sound decoding in multisensory areas,

such as superior temporal sulcus and middle temporal gyrus,

similarly as shown previously in sighted participants [1]. This



Figure 2. Classification Results for Individual Blind Participants

Chance level (one out of three) is marked with dashed lines. EVC, early visual cortex (areas V1, V2, and V3 combined). See also Table S1.
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suggests that sound-related information is represented in largely

the same cortical network in both populations. When we as-

sessed the significance of the searchlight results in a non-para-

metric group model, which allows the use of a more sensitive

voxelwise statistical threshold than parametric models [6], we

also detected above-chance decoding of sounds in ventral vi-

sual stream areas of the blind group, e.g., the lateral occipital

complex (LOC), parahippocampal place area (PPA), and fusiform

face area (FFA) (Figure S2). The sounds used in this experiment

convey different kinds of categorical information, e.g., they are

animate or inanimate. Thus, this result is in line with previous

findings of preserved category preference in the ventral visual

stream areas in congenitally blind individuals [7–11].

On the univariate level (Figure S3), none of the three sounds

elicited substantial blood-oxygen-level-dependent (BOLD)

response for the contrast sound > rest in early visual areas,

and most importantly, no sound elicited a higher or lower univar-

iate response than another (see region of interest [ROI] analysis

presented in Figure S3C: Wilcoxon tests, all p > 0.1; similar ef-

fects in the sighted, see Supplemental Information of [1]). There-

fore, all decoding effects from the MVPA were driven by small,

subthreshold activity differences across voxels in each ROI.

Sound Decoding in the Blind Group and the Sighted
Group—Direct Comparisons and Control Analyses
Overall, our results indicate a high level of correspondence be-

tween cortical organization for sound processing in congenitally

blind (the current study) and sighted individuals [1]. This corre-

spondence was observed despite the dramatic between-group

difference in sensory experience and the fact that both groups

were scanned using different MRI scanners (STAR Methods).

However, the qualitative comparison of the results for both

groups also hints at certain between-group differences, for

example, higher decoding accuracy for early visual cortex of

the blind group, relative to decoding accuracy obtained for the

same region in the sighted group (Figures 1C and 1D). Given

that MVPA is typically performed on data that are normalized
separately for each participant (see STAR Methods for details

on the normalization procedure), which makes MVPA relatively

invariant to differences in raw MRI signal that might arise from

using different MRI scanners, we decided to supplement the

main within-subject findings, reported above, with direct be-

tween-group comparisons.

In line with the pattern visible in qualitative comparisons, over-

all sound decoding accuracy in early visual cortex was signifi-

cantly higher in the blind group than in the sighted group (62%

versus 42%; Mann-Whitney U = 7; p = 0.002). A group 3 area

3 eccentricity ANOVA revealed a main effect of group

(F(1,16) = 10.00; p = 0.006; partial eta squared = 0.39) and a

main effect of eccentricity (F(2,32) = 8.62; p = 0.001; partial eta

squared = 0.35), as well as a significant linear contrast for the

eccentricity factor (F(1,16) = 14.22; p = 0.002; partial eta

squared = 0.47). However, no group 3 eccentricity interaction

was detected (F(2,32) = 1.89, p = 0.168, partial eta squared =

0.11; all other ANOVA effects: p > 0.08). Interestingly, in auditory

cortex, we observed a trend toward lower decoding accuracy in

the blind than in the sighted group (Mann-Whitney U = 20; p =

0.083), hinting at the possibility of the shift in distribution of

sound representation, across auditory and visual cortices, in

the blind group. To directly examine this possibility, we tested

for the interaction between the group (blind participants and

sighted participants) and the sensory region (early visual cortex

and auditory cortex) in sound decoding accuracy. Because the

data obtained for auditory cortex were not suitable for para-

metric ANOVA, due to ceiling effects (Figures 1C and 1D), we

performed a non-parametric interaction test: first, for each

participant, we calculated the difference between decoding ac-

curacy for auditory cortex and early visual cortex; subsequently,

these difference scores were compared between groups using

the Mann-Whitney test. The comparison was highly significant

(U = 2.5; p < 0.001). This result indicates that visual deprivation

might result in a sound representation that is more distributed

across these two sensory regions [2, 12, 13]. As expected, we

did not detect a between-group difference in decoding accuracy
Current Biology 30, 3039–3044, August 3, 2020 3041



Figure 3. Results of the Whole-Brain

Searchlight Analysis in the Blind Group

Brain regions in which a searchlight (cube with 7

voxels length—343 voxels in total) achieved above-

chance classification accuracy of sounds in the

blind group. Threshold: p < 0.001 voxelwise, cor-

rected for multiple comparisons using cluster

extent. The searchlight analysis was performed in

the volume space, and results are displayed on a

standard flattened cortical surface reconstruction

for visualization purposes. White outlines represent

combinedBrodmannareas17and18,asdefinedby

a BrainVoyager brain atlas. CoS, collateral sulcus;

EVC, early visual cortex; ITG, inferior temporal gy-

rus; ITS, inferior temporal sulcus; MTG, middle

temporal gyrus; pSTS, posterior superior temporal

sulcus; STS, superior temporal sulcus. See also

Figure S2.
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for the motor cortex (Mann-Whitney U = 38.5; p > 0.25). These

effects were confirmed in the whole-brain between-group com-

parison of searchlight results (Figure 4), in which significant

results were detected only in visual cortex (higher decoding ac-

curacy in the blind group) and in auditory cortex (higher decoding

accuracy in the sighted group); no significant group effects were

detected outside these two sensory regions, neither in the motor

cortex nor in multisensory regions.

The spatial specificity of the observed between-group effects,

as well as their opposite direction in visual and auditory cortices,

suggest that these effects were not driven by different MRI scan-

ners, as this would have most likely manifested itself in a more

general way. Nevertheless, as a control analysis, we empirically

investigated the characteristics of the BOLD signal in the early vi-

sual ROI that showed significantly better decoding in the blind

group than in the sighted group in the searchlight analysis (Fig-

ure S4). As expected, the raw BOLD signal values obtained for

both groups were clearly different, which is likely to be an effect

of different MRI scanners (Figure S4A). However, no between-

group differences were observed in the values of normalized, Z

scored contrast estimates (sound > rest) that served as input

into the MVPA analyses, for neither of the three sounds nor their

mean (Figure S4B; Mann-Whitney tests, all p > 0.25). These re-

sults suggest that the normalization procedure applied to the

data before MVPA decoding was successful and that the

observed group differences in decoding accuracy were driven

by sounds eliciting spatial activity patterns being distinguishable

better or worse in one group than another rather than by global

differences in BOLD signal. To illustrate this point further, we

included individual means of the univariate responses to sounds

in the early visual ROI as a covariate in the whole-brain between-

group comparison of decoding accuracies obtained in the

searchlight analysis. The between-group difference in visual

and auditory cortices replicated, even with this covariate (Fig-

ure S4C). Thus, even when we regressed out potential residual

differences in input values to the MVPA analysis that might

have arisen due to different scanners (or othermethodological is-

sues), we still found robust between-group differences for early

visual cortex and for auditory cortex. In summary, our control an-

alyses suggest that the observed between-group effects arise

from the subtle differences in activation patterns and not from

a global difference in signal due to different MRI scanners.
3042 Current Biology 30, 3039–3044, August 3, 2020
Note that all within-subject effects, especially the successful

sound decoding in early visual cortex and the fovea-periphery

eccentricity effects, are independent of direct group compari-

sons and were confirmed in each group independently. One of

the potential limitations of the within-subject comparisons is

that the blind group is relatively small due to challenges related

to finding congenitally blind participants with no or minimal light

perception (STAR Methods). Nevertheless, individual data show

that the within-subject group effects are remarkably consistent

across blind participants (Figure 2). Indeed, the main effects re-

ported in our study—that is, the successful sound decoding in

early visual cortex of the blind individuals, driven primarily by

the decoding in the peripheries of this region—are clearly visible

even at the level of individual p values, computed separately for

each subject and ROI (Table S1).

To further confirm that the reported effects were not driven by

outliers, we compared the decoding accuracies obtained for

early visual areas of blind individuals to chance level using a

bootstrapping procedure (STAR Methods). Because in this pro-

cedure various subsets of participants are included in a sample

considered in each iteration (i.e., during each iteration, partici-

pants are drawn to a sample randomly, with replacements), re-

sults are unlikely to be affected by outliers. In this analysis, we

largely replicated the results presented in Figure 1 (Table S2).

Furthermore, to confirm that the fovea-periphery gradient effect

is robust, we entered decoding accuracies for each of the eccen-

tricities in the blind group (fovea, peripheries, and far peripheries;

V1, V2, and V3 were combined for each eccentricity) into a non-

parametric counterpart of a one-way repeated-measure ANOVA

(the Friedman test). In line with the results of the parametric anal-

ysis, we observed a significant effect of eccentricity (chi-square

= 9.48; p = 0.009). Overall, in combination with individual data,

these control analyses show that our results in the blind group

are robust and not driven by outliers.

DISCUSSION

Our study shows that natural sounds can be decoded success-

fully in early visual areas of congenitally blind individuals. There-

fore, neither visual experience nor visual imagery is necessary for

a transfer of sound-related information to early visual cortex. In

fact, were visual imagery critical for this auditory feedback, it



Figure 4. Results of the Whole-Brain

Searchlight Analysis: Comparison between

Blind and Sighted Participants

Regions in which classification accuracy achieved

by the searchlight (cube with 7 voxels length—343

voxels in total) was different in the blind and the

sighted. Warm-color hues indicate higher decod-

ing accuracy in blind participants, whereas cold-

color cues represent higher decoding accuracy in

sighted participants. Data for sighted participants

were taken from [1]. Threshold: p < 0.001 voxel-

wise, corrected for multiple comparisons using

cluster extent. The searchlight analysis was performed in the volume space, and results are displayed on a standard flattened cortical surface reconstruction for

visualization purposes. White outlines represent combined Brodmann areas 17 and 18, as defined by a BrainVoyager brain atlas. CoS, collateral sulcus; EVC,

early visual cortex. See also Figure S4.
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should have boosted decoding accuracy in the sighted and lack

of visual imagery should have diminished decoding accuracy in

the blind group. Our results show that this was not the case, sug-

gesting that, even in the sighted, sound decoding is not purely

driven by visual imagery.

We also found that auditory feedback follows the organization

of early visual cortex along an eccentricity gradient in the blind

group, similarly as previously documented in the sighted [1].

This result suggests that the typical organization by eccentricity

of early visual cortex can, to a large extent, develop even without

any visual experience. Our finding complements previous results

demonstrating retinotopic-like organization of functional connec-

tivity of early visual cortex in blind individuals, highly similar to the

ones observed in the sighted [14]. Higher sound decoding accu-

racy in peripheral areas of early visual cortex in both populations

is also in line with previous evidence that, relative to the foveal

part, the periphery has richer connections with numerous non-vi-

sual regions, particularlywith higher level auditory areas andmulti-

sensory regions in the temporal and the parietal lobe [15–18]. Our

results indicate that at least some of these connections might be

preserved and functional, even in the lifelong absence of vision.

Sounds did not elicit differential univariate BOLD responses in

early visual cortex, neither in the blind nor in the sighted popula-

tion. This precludes the possibility that sound decoding worked

on the basis of sounds attracting differential levels of attention

or arousal, as attention strongly modulates univariate BOLD re-

sponses in early visual cortex [19, 20]. All sounds were normalized

for amplitude, and in early visual cortex of sighted individuals,

sound decoding was successful even when the classifier was

trained and tested on activity patterns elicited by sounds that

differ in basic auditory features, as long as categorical distinctions

between sounds were the same in the training and the testing set

(e.g., ‘‘animate’’ versus ‘‘inanimate’’; see [1]). This generalization

would not have worked if individual sound exemplars were distin-

guished only based on low-level acoustic (or visual) features.

Instead, this result suggests that information reaching early visual

cortex of sighted participants is, to an extent, content specific and

possibly semantic. Given the high degree of correspondence be-

tween the results fromsighted and blind participants, it is conceiv-

able that the successful decoding in blind individuals may rely on

the same type of high-level inputs.

In the sighted, auditory feedback to early visual cortexmight be

relevant for visual perception, in line with predictive coding the-

ories [21]. In blind individuals, the same inputs might drive the

recruitment of early visual areas for higher cognitive functions,
such as verbal memory, language processing, or numerical com-

putations [2, 3, 13]. A testable hypothesis is that this kind of

recruitment could bemost pronounced in peripheral parts of early

visual cortex of blind individuals, as peripheral areas are primary

receivers of auditory and, potentially, high-level information [15,

16]. The foveal part of early visual cortex of blind individuals

may, in turn, retain its typical preference for high-resolution spatial

processing, such as recognizing Braille characters or localizing

sound in space—tasks that are known to involve early visual cor-

tex in both sighted and blind individuals [2, 22–27]. In summary,

our results add to the growing body of evidence that early visual

cortexmight support other functions than purely feedforward pro-

cessing, in the absence and presence of visual input.
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For further information and requests for resources, Lead Contact will be Petra Vetter (petra.vetter@rhul.ac.uk; petra.vetter@unifr.ch).

Materials Availability
This study did not generate new materials.

Data and Code Availability
TheMRI dataset generated during this study is available on openneuro.org under https://doi.org/10.18112/openneuro.ds002715.v1.

0.0. The code generated to run the experiment is available on https://github.com/Muckli-lab/NaturalSound-Stimulation and to

perform theMVPA analysis is available on https://github.com/Muckli-lab/MVP-analysis-tool-box. TheMRI dataset is also accessible

on the EBRAINS platform of the Human Brain Project under https://kg.ebrains.eu/search/instances/Dataset/4f6e1509-2e7f-

44dd-a45c-c100cd7728a3.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Eight congenitally blind individuals with intact hearing (5 females, mean age 33.4 years, range 23-39 years, 4 left handers, mean ed-

ucation duration 13.6 years, range 12-17 years) participated in the study. Reasons for blindness were: microphthalmia in three par-

ticipants of which one also had retinal detachment, retinopathy of prematurity in four participants, and enophthalmos in one partic-

ipant. One blind participant had very faint light perception, all others had no light perception at all. All participants received detailed

information of the study, signed informed consent and were paid for their participation. The study was approved by the Tel-Aviv

Sourasky Medical Centre Ethics Committee, Israel.

Data from healthy participants with intact vision and hearing (n = 10, 7 females, mean age 24.1 years, range 20-33 years) were used

as controls and taken from Experiment 1 of Vetter et al. [1], see Supplemental Online Information for details [1].

METHOD DETAILS

Stimuli and experimental procedures
Stimuli and experimental procedures of the study with blind individuals were the same as in [1], Experiment 1 unless reported in the

following. In brief, participants listened to one exemplar each of three natural sounds, traffic noise (a busy road with cars and mo-

torbikes), a forest scene (birds singing and a stream) and a crowd scene (people talking in a foreign language without clear semantic
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information). All sounds were downloaded from https://www.soundsnap.com, normalized for amplitude (volume) and presented

mono, using Presentation (Neurobehavioral Systems). Seven out of eight blind participants listened to sounds cut to 12 s with an

ISI of 12 s, one blind participant listened to a shorter version of sounds of 6 s and ISI of 6 s. The sighted participants all listened

to the long version (12 s sound, 12 s ISI). Each sound was repeated 6 times per run (in a pseudo-randomized order such that never

two of the same sounds were repeated one after the other), resulting in 222 volumes (117 in the shorter version). All participants

completed 4 runs. All participants were familiarised with the sounds before the start of the experiment to ensure they recognized

each sound correctly. There was no specific behavioral task, but participants were instructed to listen to the sounds attentively

throughout the experiment.

Data collection
Blood oxygen level dependent signals in the blind group were acquired in a 3 T General Electric MRI scanner (TR = 2 s, TE = 30 ms,

Resolution: 3.23 3.23 2.5mmvoxels, 35 slices, flip angle: 77�, iPAT factor = 2). BOLD signals in the sighted groupwere acquired in a

3 T Siemens Tim Trio MRI scanner (TR = 2 s, TE = 30 ms, resolution 2.5 3 2.5 3 2.5 mm, 35 slices, flip angle 77�, iPAT factor 2; see

supplemental information of [1]).

QUANTIFICATION AND STATISTICAL ANALYSIS

Data were analyzed with BrainVoyager 20.6 (BrainInnovation, Maastricht) with standard preprocessing (including slice scan time

correction, 3D rigid body motion correction, temporal high-pass filter, no spatial smoothing for the multivariate pattern analysis,

and 6 mm FWHM spatial smoothing for univariate analysis presented in Figure S2). Retinotopic maps [31, 32] acquired in all sighted

participants for the study described in [1] were mapped onto a cortical surface reconstruction of each blind participant, using the

cortex-based alignment procedure [33]. Aligned early visual ROIs were converted into maximum probability maps, which were

then used in the data analysis as early visual ROIs for blind participants. Auditory cortex and motor cortex ROIs were defined using

BrainVoyager cortical atlases, which were cortex-based aligned to the cortical surface of each blind participant. Auditory cortex ROI

was created by combining Brodmann areas 41, 42 and 22 together. Hand motor area was chosen as the motor cortex ROI.

Single block beta weights were estimated for all surface vertices of each ROI during natural sound stimulation (versus rest periods)

and fed into a linear support vector machine classification algorithm (LIBSVM toolbox [29]). Beta values were normalized by z-scoring

in the training dataset and the same normalization was applied for the testing data. Classification was performed one-versus-one for

each of the three combinations of sounds and results were averaged. ROIs were combined across both hemispheres. The classifier

was trained on 3 runs to distinguish between the three types of sounds and tested on the remaining 4th run in a leave-one-run-out

cross-validation procedure (results were averaged across different folds of training and test dataset assignments). To determine sta-

tistical significance, a permutation analysis was performed, which included training and testing the classifier across 1000 permuta-

tions with randomized sound labels in each participant and each ROI. On the single subject level, p values were derived as the prob-

ability of getting a classification accuracy value as large as the real label performance in the randomization distribution [1, 28, 34]. On

the group level, p values were derived using the same logic, from the mean randomization distribution and the mean real label per-

formance, calculated for each ROI, across participants in a group. Additionally, to verify whether the results are robust to outlying

values, testing against chance was also performed using bootstrapping procedure (number of samples = 10 000), as implemented

in SPSS 26 (IBM Corp, Armonk, NY).

Testing for between-group differences in classification accuracy in the EVC, auditory cortex and the motor cortex was performed

with aMann-Whitney test. Results for V1, V2 and V3within each group of participants were corrected for multiple comparisons with a

single threshold test [28]. Results for all visual ROIs divided into three eccentricities (fovea, periphery, and far periphery) were

FDR-corrected within each group of participants. Whole brain searchlight analyses were performed on the voxel level with the

SearchMight toolbox [30] using a linear SVM. Group results were thresholded at p < 0.001 voxel-wise and corrected for multiple

comparisons using cluster extent. The size of a cluster necessary to achieve correction at p < 0.05 was determined using Brain

Voyager’s Cluster-Level Statistical Threshold Estimator plugin. Additionally, to test for robustness of our results and to visualize

less focal effects, a second group model was created using a nonparametric, permutation approach, as implemented in SnPM

13, http://nisox.org/Software/SnPM13/ [28]. The use of a non-parametric approach allows the use of more sensitive voxel-wise

thresholds while keeping the false positive rate under strict control [6]. The non-parametric model was thresholded at p < 0.005

voxel-wise, familywise-error corrected for multiple comparisons using cluster extent. The significance of the results was determined

with 10,000 permutations and 2 mm FWHM variance smoothing.
e2 Current Biology 30, 3039–3044.e1–e2, August 3, 2020
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Figure S1. Confusion matrices representing classifier predictions for each sound condition in the 
group of blind participants. Related to Figure 1. Columns of the confusion matrices indicate the 
sound displayed (F, forest; P, people; T, traffic), and rows indicate classifier’s predictions for this 
sound. The classifier’s predictions for each sound are represented by colour hues, with warmer 
colours for higher proportion of predictions and colder colours for lower proportion of predictions. 
Note that in the ROIs in which above-chance classification accuracy was observed, the classifier was 
generally able to differentiate between all three sounds. EVC – early visual cortex. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



2.58

Blind > sighted

Sighted > blind

Z(16)
p < 0.005 

5.00
2.58

5.00

Blind subjects vs. sighted subject

Z(7)
p < 0.005 

5.00

2.58

Blind subjects 

 

 

 

 

 

 

 

 

 

 

Figure S2. Results of the whole-brain searchlight analysis within a non-parametric model. Related 
to Figure 3. Upper panel: Brain regions in which a searchlight (cube with 7 voxels length – 343 voxels 
in total) achieved above-chance classification accuracy of sounds in the blind group. Bottom panel: 
regions in which classification accuracy achieved by the searchlight was different in the blind and the 
sighted. Warm colours indicate higher decoding accuracy in blind participants whereas cold colours 
represent higher decoding accuracy in sighted participants. Data for sighted participants were taken 
from [S1]. The colored overlays represent the lateral occipitotemporal complex (LOTC, green), the 
parahippocampal place area (PPA, red) and the fusiform face area (FFA, blue). The ROIs for these 
areas were defined as spheres (radius = 10 mm) centered around Talairach coordinates reported in 
the previous studies (LOC – [S2]; PPA – [S3]; FFA – [S4]). These ROIs were then projected onto a 
cortical surface. Threshold: p < 0.005 voxel-wise, familywise-error corrected for multiple 
comparisons across whole brain using cluster extent. Statistical significance of the results was 
assessed using permutation procedure (10 000 permutations, with 2 FWHM variance smoothing). 
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Figure S3. Results of the univariate analysis. Related to Figure 1. (A) A comparison of activations 
induced by listening to sounds and by periods of silence (apart from MRI scanner noise). Warm 
colours represent stronger activation for sounds. Cold colours – stronger activation during periods of 
silence. (B) Brain areas in which a significant main effect of sound was detected. A barplot 
represents mean beta value for each sound condition, relative to the periods of silence, within 
clusters identified as significant by a whole-brain F-test. (C) Mean beta values for each sound 
condition, relative to the periods of silence, in ROIs that were used in the multivariate analysis 
reported in the main text. Note that no significant between-sound differences in the univariate 
response were observed. Statistical thresholds: (A-B) Whole brain results were thresholded at p < 
0.001 voxel-wise, corrected for multiple comparisons using cluster extent. (B-C) Within-ROI 
differences between sounds were tested with two-tailed Wilcoxon tests, Bonferroni-corrected for 
three comparisons within each ROI. * p < 0.05. Error bars indicate SEM. 
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Figure S4. Control analyses exploring potential influence of different scanners on the between-
group comparisons. Related to Figure 4. (A) fMRI signal in the early visual cortex, averaged across all 
volumes and runs for each participant. The early visual cortex ROI was defined as a cluster in which 
higher decoding accuracy in blind participants was observed in the searchlight analysis reported in 
the main text. (B) fMRI signal in the early visual cortex ROI after normalization procedure performed 
before the multivariate analysis: z-scored contrast estimates (sound > rest) for each sound and their 
mean, averaged across all voxels within the early visual cortex ROI, presented for each participant. 
Note that there are no detectable between-group differences in the univariate signal in the early 
visual cortex ROI after normalization. (C) Between-group comparisons of decoding accuracies 
obtained in the searchlight analysis, performed without any covariate (upper panel) and with 
individual means of univariate responses to sounds in the early visual ROI as a second-level covariate 



(lower panel). Threshold: p < 0.005 voxel-wise, familywise-error corrected for multiple comparisons 
across whole brain using cluster extent. Statistical significance of the results was assessed using 
permutation procedure (10 000 permutations, with 2 FWHM variance smoothing). 

 

 EVC EVC fovea EVC periphery EVC far periphery 

Blind subject 1 0.001 0.653 0.004 0.001 

Blind subject 2 0.014 0.063 0.364 0.003 

Blind subject 3 0.166 0.89 0.659 0.023 

Blind subject 4 0.026 0.078 0.024 0.012 

Blind subject 5 0.001 0.005 0.004 0.017 

Blind subject 6 0.106 0.62 0.103 0.046 

Blind subject 7 0.001 0.35 0.011 0.006 

Blind subject 8 0.023 0.378 0.601 0.053 

Count of 
subjects with p 

< 0.05 
6 1 4 7 

Table S1. Individual p-values. Related to Figure 2. For each subject, actual classification accuracy 
obtained for a given ROI was compared with accuracies obtained in 1000 permutations with labels 
randomly assigned. EVC – early visual cortex (i.e., areas V1, V2 and V3 combined). 

ROI 
Mean 

difference 
Mean difference 

- lower 95% CI 
Mean difference 
- upper 95% CI p-value 

FDR-corrected 
p-value 

EVC 0.34 0.24 0.44 0.003 0.010 
V1 0.11 0.02 0.20 0.038 0.047 
V2 0.20 0.10 0.31 0.010 0.017 
V3 0.35 0.29 0.41 0.000 0.001 
EVC fovea 0.09 -0.07 0.25 0.171 0.171 
EVC periphery 0.22 0.11 0.33 0.007 0.014 
EVC far periphery 0.31 0.11 0.48 0.011 0.017 
V1 fovea 0.07 -0.01 0.13 0.097 0.108 
V1 periphery 0.16 0.07 0.24 0.007 0.014 
V1 far periphery 0.32 0.19 0.44 0.002 0.010 
V2 fovea 0.14 0.06 0.24 0.033 0.045 
V2 periphery 0.11 0.00 0.24 0.101 0.108 
V2 far periphery 0.23 0.16 0.30 0.002 0.010 
V3 fovea 0.31 0.16 0.44 0.011 0.017 
V3 periphery 0.26 0.16 0.36 0.004 0.012 
V3 far periphery 0.24 0.17 0.33 0.003 0.010 
      

Table S2. Testing the sound decoding accuracy in the early visual cortex of blind participants 
against chance level – the results of the bootstrapping procedure. Related to Figure 1. False 



discover rate correction was applied across all tests performed to account for multiple comparisons. 
Significant results are bolded. CI – confidence interval. 
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