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Supplementary Materials 

 
Strains, media and antibiotic concentrations used in this study 
Bacterial strains used in this study are Escherichia coli DH5a, MG1656 (47), β2163 (15) and 

DHP1(18). They were grown in Luria-Bertani (LB) broth at 37°C. Antibiotics were used at the 
following concentrations: chloramphenicol (Cm), 25 µg/ml; kanamycin (Kan), 25 µg/ml; 
carbenicillin (Carb), 100 µg/ml. Diaminopimelic acid (DAP) was supplemented when necessary 
to a final concentration of 0.3 mM. To induce the pBAD promoter, arabinose (Ara) was added to 
a final concentration of 2mg/ml; to repress it, glucose (Glc) was added to a final concentration of 
10mg/ml. Isopropyl-β-D-thiogalactopyranoside (IPTG) and 5-bromo-4-chloro-3-indolyl-β-D-
galactopyranoside (X-gal) were supplemented at 1 mM and  40 µg/ml, respectively. 

 
Protocol of attC site recombination assay 
This protocol was adapted from (6) and (8). This conjugative assay consists of delivering a single 

strand of a pSW23T plasmid from a donor E.coli ß2163 strain into a recipient E. coli DH5α strain 
that expresses IntI1 and contains a plasmid carrying an attI1 site. The pSW23T plasmid cannot be 
maintained in the recipient cell due to the absence of the p protein, but the delivered strand carries 
a resistance marker, as well as the bottom strand of the attC site, which can be recombined with an 
attI site. This assay is designed to measure the frequency of attI1×attC recombination by 
comparing the number of recombined cells having acquired the resistance marker carried by the 
pSW23T vector, and the total number of recipient cells. The recombination frequency is thus 
dependent on the reactivity of the attC site. 

For testing recombination frequency of synthetic attC sites embedded into lacZ, a variant of this 
protocol was used, where the attI site is delivered from the donor strain through conjugation and 
the attC sites are carried by the recipient strain. 

The donor strains were grown overnight in LB media supplemented with Cm, Kan and DAP; 
the recipient strain was grown overnight in LB media supplemented with Carb, Kan and Glc. Both 
overnight cultures were diluted 1/100 in LB with Kan+DAP or Kan+Ara respectively and 
incubated until OD=0.7-0.8. 1ml of each culture were then mixed and centrifuged at 6000rpm for 
6mins. The pellet was resuspended in 50µl LB, spread on a conjugation membrane (mixed cellulose 



ester membrane from Millipore, 47mm diameter and 0.45µm pore size) over a 
LB+agarose+DAP+Ara Petri dish and incubated overnight for conjugation and recombination to 
take place. The membrane with the cells was then resuspended in 5ml LB, after which serial 1:10 
dilutions were made. 100µl of non-diluted sample as well as 10-1, 10-2 and 10-3 dilutions were plated 
on plates with LB+agarose media supplemented with Cm. 100µl of 10-3 , 10-4 and 10-5 dilutions 
were plated on plates with LB+agarose media supplemented with Carb, Kan and Glc. Plates were 
incubated at 37°C for approximately 40 hours. For each strain, 3 independent recombination tests 
were performed, and at least 8 colonies per test were subject to PCR with primers SWbeg and MFD 
to measure the true positive rate (Table S2). The recombination frequency was calculated as the 
ratio of recombinant CFUs [CmR] to the total number of recipient CFUs [CarbR KanR], multiplied 
by the true positive rate.  For each strain, the overall recombination frequency is a mean of 3 
independent experiments, and error bars represent the mean deviation. 

For negative controls where no recombinant CFUs were detected, the level of detection was 
calculated as one divided by the number of recipient CFUs. The overall level of detection is a mean 
of all independent experiments, and an asterisk indicates that the value represents the maximum 
level of detection, not the actual recombination frequency. 

 
Approach for generating synthetic attC sites encoding peptide linkers 
To generate synthetic attC sites encoding peptide linkers, we used an in silico directed evolution 

approach (Fig. 3A). Briefly, a set of 1000 synthetic attC sites was generated using the first version 
of the algorithm as described above (Fig.2A) and submitted to 100 rounds of mutation and 
selection. At each round, mutations were introduced into random positions of each attC site, except 
in "unmutable" positions which included the R box and the EHBs. In case a mutation was 
introduced into a position required to be paired in the attC site structure (any "mutable" position 
except within the UCS or VTS), a complementary mutation was introduced into the sequence in 
order to reconstitute pairing. Then, each site was translated in all three possible reading frames and 
aligned to the linker database (http://www.ibi.vu.nl/programs/linkerdbwww/) (17) using the Smith-
Waterman algorithm. Out of three alignments, the best score was used to eliminate 50 lower-
scoring sites, after which the remaining 50 sites were duplicated and propagated to the next round 
of directed evolution. This algorithm was run three times and each time the synthetic attC site with 
best similarity score to any linker within the database was chosen for further experiments, resulting 
in attCL1, attCL2 and attCL3. 

 
Protocol of the ELISA-based linker assay 
This protocol was adapted from (18) and (19). Briefly, a cAMP-biotinylated-BSA conjugate 

was coated on ELISA plates, and nonspecific protein-binding sites were blocked with BSA. Boiled 
bacterial cultures were then added, followed by diluted rabbit anti-cAMP antiserum in 50 mM 
Hepes, pH 7.5, 150 mM NaCl, 0.1% Tween 20 (HBST buffer) containing 10 mg/ml BSA. After 
overnight incubation at 4°C, the plates were washed extensively with HBST, then goat anti-rabbit 
IgG coupled to alkaline phosphatase (AP) was added and incubated for 1 hr at 30°C. After washing, 
the AP activity was revealed by 5-para-nitrophenyl phosphate. cAMP concentrations were 
calculated from a standard curve established with known concentrations of cAMP diluted in LB. 
For each strain, the overall cAMP concentration is a mean of 3 independent experiments, and error 
bars represent the standard deviation. 

 
 
 



Approach for generating synthetic attC sites embedded into a protein of choice 
To generate synthetic attC sites embedded into a protein of choice, we used an in silico directed 

evolution approach (Fig. 3A) and chose β-galactosidase as target protein. Three 72nt locations 
within lacZ gene were chosen such that recombination would occur after a Valine (encoded by 
GTT, but this additional constraint is not required). In each case, a set of 1000 synthetic attC sites 
was generated using the first version of the algorithm as described above (Fig.2A), with a variable 
VTS size allowed. They were submitted to 100 rounds of mutation and selection. At each round, 
mutations were introduced into random positions of each attC site, except in "unmutable" positions 
which included the R box and the EHBs. In case a mutation was introduced into a position required 
to be paired in the attC site structure (any "mutable" position except within the UCS or VTS), a 
complementary mutation was introduced into the sequence in order to reconstitute pairing. Then, 
both arms of the site (separated by the VTS) were translated in all three possible reading frames 
using the Smith-Waterman algorithm and aligned against the desired protein. The right arm of the 
site was aligned against the protein region chosen to contain the recombination site, whereas the 
left arm was aligned against the rest of the protein. The best score for the combination of two 
alignments was used to eliminate 50 lower-scoring sites, after which the remaining 50 sites were 
duplicated and propagated to the next round of directed evolution. The test was run five times and 
synthetic attC site with the best similarity score to the chosen protein region was reported. 

 
Protocol of the lacZ test 
To test whether β-galactosidase with embedded synthetic attC sites was functional, we 

constructed pSU::pLac-lacZ:attC plasmids. Wild-type lacZ gene was used as positive control. 
Because we expect that significant changes to lacZ sequence would cause the protein to become 
non-functional, we replaced a region of lacZ with attCaadA7 sequence as a negative control. 
Oligonucleotides encoding lacZ regions with embedded attC sites (Supplementary Table S2) were 
annealed and inserted into the pSU::lacZ vector, amplified with corresponding oligonucleotides 
(Supplementary Table S2). Plasmids were transformed into E.coli MG1656 strain. For each 
construct, one clone was confirmed through sequencing and streaked on 
LB+agarose+Kan+IPTG+X-gal plate. The color of the clone was appreciated by naked eye, blue 
color signifying that β-galactosidase was functional (like for positive control) and white color 
signifying that β-galactosidase was not functional (like for negative control). 

 
Protocol of the library competition (enrichment) assay 
The library in ß2163 strain was grown overnight in 100ml LB media supplemented with 

Chloramphenicol (Cm), Kanamycin (Kan) and DAP; the recipient strain 9669 was grown overnight 
in 5ml LB media supplemented with Carbenicillin (Carb), Kan and Glucose (Glc). Both overnight 
cultures were diluted 1/100 in 10ml LB with Kan+DAP or Kan+Arabinose (Ara) respectively, and 
incubated until OD=0.4-0.5. They were then mixed and centrifuged at 5000rpm for 10mins. The 
pellet was resuspended in 3ml LB, plated on a 100mm LB+agarose+DAP+Ara Petri dish and 
incubated overnight for conjugation and recombination to take place. The plate was then scraped, 
and the collected culture resuspended in 5ml LB. 2ml of this suspension was added to 100ml LB 
containing Glc and a 10-fold concentration of Cm, and grown for 5 hours to exert an initial selection 
on recombinants. 1ml of this culture was then diluted 1/10 in LB, plated on 10 100mm 
LB+agarose+Cm+Glc Petri dishes and incubated overnight for further selection. The plates were 
scraped, and the collected culture resuspended in 50ml LB and vortexed. 200µl of this suspension 
was diluted in 100ml LB+Cm+Glc and incubated overnight to produce a liquid culture of selected 



recombinants. This constituted a library of attI´attC recombinants that contained a mix of attC 
sites from the library according to their recombination efficiency. 

DNA was then extracted from this liquid culture using the Thermo Fisher Scientific GeneJET 
Plasmid Miniprep kit. attC sites were amplified with Gibson1 and Gibson2 primers. The pSW23T 
vector was amplified with Gibson3 and Gibson4 primers. The two products were then purified, 
joint together through Gibson assembly (46) and transformed into the ß2163 strain (15). The 
transformants were plated on 10 100ml LB+Cm+Kan+DAP Petri dishes, incubated overnight, 
scraped, resuspended in 100ml LB+DAP and vortexed. 200µl of this suspension was diluted in 
100ml LB+Cm+Kan+DAP and incubated overnight to produce a liquid culture of the attC site 
library selection, which contained attC sites according to their recombination efficiency, and was 
used for NGS. It was also used as a starting culture for further cycles of selection, each of them 
repeating all the above-mentioned steps. 

All liquid cultures were performed at 37°C with shaking; all incubation steps were performed at 
37°C without shaking.  

 
Value calculations for global features used in ML algorithm 
Predictions of attC site folding were made using RNAfold program from ViennaRNA2.1.8 

package (24), using the -p option to compute the partition function. All values were calculated 
based on the output provided by RNAfold. 

The Gibbs free energy (∆G) of the thermodynamic ensemble of folded molecules, the diversity 
of this ensemble, the ∆G of the Minimal Free Energy (MFE) structure and the frequency of MFE 
structure in the ensemble were direct outputs of the RNAfold program. 

The number of Hydrogen bonds in the MFE structure, the number of non-Watson-Crick G:T 
pairings in the MFE structure, the difference and the ratio of the ∆G of bottom and top strand MFEs 
were derived from the outputs of the RNAfold program. 

To calculate the probability to fold a functional structure (pfold), i.e. a structure with correctly 
folded integrase binding sites (25, 26), we performed folding predictions using the -C option to add 
a constraint of pairing the R and L boxes, and calculated the pfold values as follows: 

 
(1) 
 

where DGu is the Gibbs free energy of the unconstrained thermodynamic ensemble (kcal), DGc is 
the Gibbs free energy of the constrained thermodynamic ensemble (kcal), R is the gas constant 
(kcal K-1 mol-1) and T is the temperature (K). 

 
Value calculations for base-specific features used in ML algorithm 
To obtain the positional entropy and the pairing probability for each base, as well as the pairwise 

base-pairing probabilities, we used the relplot program from the ViennaRNA2.1.8 package. We 
also extracted pairwise base-pairing probabilities for any taken base with the base located opposite 
it in the hairpin, and its immediate neighbors. We did not include all pairwise base-pairing 
probabilities as features, since there are more than 2,000 such features, and their values were nil or 
almost nil for most attC sites. This created a sparse matrix of input values, which was detrimental 
for the ML algorithms, and we decided to include only a set of base-pairs, since they presented 
probability values significantly differed from 0 for least of a number of attC sites. 

 We also described the sequences of attCr0 mutants, namely the nature of the base at each 
position (A, T, G or C), as a discrete value. 

 

“libraries_paper” — 2017/3/3 — page 3 — #3

short Title 3

regression models (Bishop, 2006). Once the model is learnt, it can be
tested on the unseen data (test dataset) to predict the output and evaluate
its performance. In the following, we detail how the set of features was
produced (Section 2.2.1), which feature selection methods were applied
(Section 2.2.2), which regression algorithms were tested (Section 2.2.3),
and how their performance was evaluated (Section 2.2.4).

2.2.1 Features used to represent attC sites

In order to build a model for attC site recombination predictions, we
defined several sets of features to describe attCsynth mutants (Table 1,
Lists A-D), mostly based on the folding of their bottom strand. List A
contained 4 global features describing attC site folding : the Gibbs free
energy (�G) of the thermodynamic ensemble of folded molecules; the
diversity of this ensemble; the �G of the Minimal Free Energy (MFE)
structure; the frequency of MFE structure in the ensemble. List B contained
5 other global features: the number of Hydrogen bonds; the number
of non-Watson-Crick G:T pairings in the MFE structure; the difference
and the ratio of the �G of bottom and top strands; the probability to
fold a functional structure (pfold), i.e. a structure with correctly folded
integrase binding sites. List C described the sequences of attCsynth

mutants, namely the nature of the base at each position. List D provided
more complex description of the folded structures: positional entropy and
pairing probability for each base; pairwise base pairing probabilities. All
feature values were then normalised to be comprised in the interval [0, 1].

Folding predictions were made using RNAfold from ViennaRNA2.1.8
package (Lorenz et al., 2011), using the�p option to compute the partition
function. All values were calculated based on the output provided by
RNAfold. To calculate pfold values, we performed folding predictions
using the �C option to add a constraint of pairing the R and L boxes, and
calculated these values as follows:

pfold = e

�Gu��Gc
RT (1)

where �Gu is the Gibbs free energy of the unconstrained
thermodynamic ensemble, �Gc is the Gibbs free energy of the constrained
thermodynamic ensemble, R is the gas constant and T is the temperature.

2.2.2 Feature selection

Reducing the dimensionality of the feature space or selecting the most
relevant set of features can improve the performance of ML algorithms.
Here, we tried both strategies and used Principal component analysis
(PCA) (Jolliffe, 2002) to dimensional reduction and k-best-features (Saeys
et al., 2007) to select the k most relevant features.

PCA has been widely applied in data mining and pattern recognition. It
transforms the existing features into a lower dimensional space, where new
orthogonal variables (principal components) are obtained by maximising
the variance of the data. PCA greatly reduces the dimensionality of the
space, but it does not reduce the number of the original variables, all
original variables are used to generate new ones (principal components).
We trained SML algorithms by using a reduced set of features that consider
just the k-significant principal components obtained by PCA, k being in
the interval [2, 50]. We used the PCA algorithm available in the package
"decomposition” of sklearn library (Pedregosa et al., 2011).

Feature selection methods do not combine variables as PCA does, they
just evaluate the quality and the predictive power of each feature to select
the best set. Among a number of feature selection methods available, we
chose the k-best-features method that selects the k most relevant features
based on univariate statistical tests. First, the statistical test is computed
between each feature and the output value, then the k features with higher
score values are selected. Here, we used the chi-squared test (Plackett,
1983) that measures dependence between two variables, so using this test
we can detect features that are the most likely to be dependent on the output,

Fig. 2. Schematic of the folded bottom strand of attCsynth used for library construction.
The region submitted to mutational analysis is shown in blue.

by consequence the more relevant for constructing predictive models. Next,
we have trained regression models using just the k-best features, where k
is in the interval [2, 50]. We used the k-best-features algorithm available in
the package feature_selection of sklearn library (Pedregosa et al., 2011).

We also performed a manual feature selection by organizing the
features into lists according to their properties, see Lists A-D in Table
1, and trained regression models with all possible list combinations.

2.2.3 Regression algoritms

The goal of regression algorithms (Bishop, 2006) is to estimate an
unknown continuous function based on a finite number of data points.
Regression algorithms are suitable for our problem, since we wish to
predict a continuous value that represents the recombination frequency
of a mutant based on its sequence/structural properties. We tested four
different algorithms, briefly described below.

Ridge regression. Linear least squares regression with Tikhonov
regularization (Hoerl and Kennard, 1970), more simply called Ridge
regression, is a more robust version of linear regression (Neter et al.,
1996) that puts constraints on regression coefficients to make them more
natural, less subject to over-fitting, and easier to interpret. Ridge regression
uses regularization that introduces additional information (constraints) to
a problem in order to choose the “best” solution, when more than one
solution is admitted. We used Ridge regression algorithm available in the
package “linear_model” of sklearn library (Pedregosa et al., 2011). The
alpha parameter that controls the regularization strength was set for 1.0,
others parameters were kept at default values.

Support vector regression. Support vector machine (SVM) (Vapnik, 1998)
is a sophisticated method based on statistical learning theory with strong
mathematical foundations. SVM is especially effective when the input data
is not linearly separable and a kernel function is required to map the data
into a higher dimensional space to find the optimal separating hyperplane.
When used for regression, SVM is called support vector regression (SVR),
and has been largely used in many bioinformatic problems (Chen et al.,
2009) due its excellent generalization ability. We used the SVR algorithm
available in the package “SVM” of sklearn library (Pedregosa et al.,
2011). It was trained using regression mode with RBF kernel, with other
parameters kept at default values.

Regression decision trees. Decision trees are one of the most easily
interpreted SML methods, since they mimic the way in which human
beings naturally think. A decision regression tree (Lewis, 2000) is a tree-
like graph in which each internal node represents a "test" on a feature,
each branch represents the answer of the test and each leaf node represents
the predicted value. The tree is obtained using a fast divide and conquer
greedy algorithm that recursively partitions the given training data into
smaller subsets. Once the tree is obtained, it can be used as a regression
model: at each node of the tree, one checks the value of the feature, and
depending on the (binary) answer, one continues to the left or to the right



Normalization and balancing of the final non-sparse data matrix 
To ensure that the input data matrix was not sparse, all features with zero variance (total of 14 

features) were eliminated from the analysis. The remaining feature values were then normalized to 
be comprised in the interval [0, 1], either through linear or logarithmic normalization. 

We assigned non-nil values to data points for which there were no reads detected in the library 
after recombination. These data points corresponded to attC sites that were completely depleted 
from the library after just one cycle of selection. For these data points, we calculated the upper 
limit of the possible enrichment value by using 1 instead of 0 as the number of reads in the library 
after selection. 

To normalize the enrichment values, we defined the threshold between the enriched and the 
depleted mutants at 1. At this value, the occurrence of a mutant before and after selection did not 
change. All mutants with higher enrichment values were considered to be enriched; all others were 
considered to be depleted. We then normalized all the enrichment values on a logarithmic scale, 
for them to be comprised in the interval [0, 1]. 

The dataset was equilibrated by selecting all enriched data points (1,762) and randomly selecting 
an equal number among 11,117 depleted mutants, resulting in a dataset of 3,524 data points. 

 
Performance measures used to evaluate ML algorithms. 
To measure the performance of regression models, we calculated four different measures: the 

Pearson correlation coefficient, the mean absolute error, the root mean square error and the 
explained variance score. All measures take as inputs the enrichment values (as a proxy for the 
actual recombination frequencies), and the predicted values.  

The Pearson Correlation Coefficient (PCC) is defined as:  
 

(2) 

 

where  and  are the actual and the predicted enrichment values respectively,  and  are their 
corresponding means, and  is the total of data points. PCC=1 indicates that the two sets of 
values are fully correlated, while PCC=0 indicates that they are completely uncorrelated.  

The Mean Absolute Error (MAE) is defined as the average difference between the actual and 
the predicted enrichment values of all data points: 

 
(3) 
 
 

The Root Mean Square Error (RMSE) is the square root of variance of the residuals (predicted 
minus actual value), defined as:  

 
(4) 
 
 

The Explained Variance Score (VarScore) is defined as:  
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Table 1. Features used for the analysis.

Feature list Number of features Features

A 4 Ensemble �G, Ensemble diversity, MFE �G, MFE frequency
B 5 H-bond number, G:T number, �G(bs)-�G(ts), �G(bs)/�G(ts), pfold
C 63 Nature of each base
D 220 Positional entropy and base pairing probability for each nucleotide, pairwise base pairing probabilities

Total 292

sub-branch. The predicted value is found when a leaf is reached. We used
the DecisionTreeRegressor algorithm available in the package “tree” of
sklearn library. All parameters were kept at default values.

Random forest. Random forest (Breiman, 2001) is an ensemble learning
method that constructs several decision/regression trees, each of them
using a limited set of features and data points to make predictions.
The overall output is based on the ensemble of individual predictions.
Random forest can overcome some limitations of the decision trees and
achieve better performance. In fact, decision trees usually grow very
deep and tend to overfit their training sets. Random forests are a way of
averaging multiple deep decision trees trained on different parts of the same
training set, with the goal of reducing overfitting and errors. We used the
RandomForestRegressor algorithm available in the package “ensemble”
of sklearn library. We set the parameter max_depth (the maximum depth
of the tree) to 30, and the parameter max_features (the maximum number
of features to be consided when looking for the best split) to 10. All others
parameters were kept at default values, and a total of 1000 trees were
constructed.

2.2.4 Evaluation

Cross validation. In order to evaluate the performance of regression
models, we split the data points into training and test datasets. For that,
we adopted the cross-validation strategy that randomly splits the dataset
into n equal sized subsamples. Typically, one subsample is used as test
data and the rest (n - 1 subsamples) as training data. The training dataset
serves to train the regression algorithms and test dataset to measure their
performance. This procedure is then repeated until each part is used as test
dataset. In our case, we performed five-fold-cross-validation: n was set to
five and each time 80% of data points were used for training and 20% for
test.

Performance measures. To measure the performance of regression models,
we calculated four different measures: the Pearson correlation coefficient,
the mean absolute error, the root mean square error and the explained
variance score. All measures take as inputs the enrichment values (as a
proxy of the actual recombination frequencies), and the predicted values.

The Pearson’s correlation coefficient (PCC) is defined as:

PCC =

Pn
i=1(yi � ȳi)(zi � z̄i)q⇥Pn

i=1(yi � ȳi)2
⇤ ⇥Pn

i=1(zi � z̄i)2
⇤ (2)

where yi and zi are the actual and the predicted enrichment values
respectively, ȳi and z̄i are their corresponding means, and n is the total
of data points. PCC=1 indicates that the two sets of values are fully
correlated, while PCC=0 indicates that they are completely uncorrelated.

The mean absolute error (MAE) is defined as the average difference
between the actual and the predicted enrichment values of all data points,

MAE =
1

n

nX

i=1

(|yi � zi|) (3)

The root-mean-square error (RMSE) is the square root of variance of
the residuals (predicted minus actual value), defined as:

RMSE =
1

n

nX

i=1

q
(yi � zi)2 (4)

The explained variance score (varScore) is defined as:

varScore =
1

n

nX

i=1


1�

V ar(yi � zi)

V ar(yi)

�
(5)

where V ar is the variance of each distribution.

2.2.5 Availability

The datasets used in this study, along with the python scripts required to
run machine learning algorithms are freely available at http://www.
lcqb.upmc.fr/julianab/software/attCPred.

3 Results and discussion

The recombination frequency of attC sites seems to be a multifactorial
function, depending on numerous properties related to sequence, folding,
stability etc (Bouvier et al., 2009; Nivina et al., 2016; ?; Loot et al., 2010).
To address such a complex problem, we generated a large experimental
dataset containing attCsynth mutant sequences and used supervised
machine learning (SML) algorithms to build predictive models for these
sequences. In the following, we present the performance of SML models,
the correlation between model predictions and actual enrichment values
of mutants, and some biological interpretation for our results.

3.1 Performance evaluation of regression models

Our dataset contained 12,879 mutants of a particular attC site (attCsynth),
for which we measured their enrichment values as a proxy of recombination
frequencies (Section 2.1). This dataset was unbalanced, as it contained
more mutants with lower enrichment values (depleted mutants) than higher
values (enriched mutants), as showed in Figure 3. The performance of
SML methods can be influenced by unbalanced datasets, so to avoid this
problem, we first equilibrated our dataset by selecting an equal number
of enriched and depleted mutants. For that, we established a threshold for
the enrichment value: mutants with enrichment greater than 0.46 were
considered as enriched, others as depleted mutants. By applying this
threshold, we obtained 11,117 depleted and 1,762 enriched mutants. To
equilibrate the dataset, we considered all enriched mutants and randomly
selected 1,762 depleted mutants, resulting in a final dataset of 3,524
data points. Each attCsynth mutant was then represented with a set of
properties (features) related to sequence and folding that could presumably
influence recombination. Based on these 292 features showed in Table 1
and described in Section 2.2.1, we have constructed regression models to
predict the enrichment value of each mutant.

To perform the machine learning experiments, we adopted the five-
fold-cross-validation strategy (Section 2.2.4). We tested four regression
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Table 1. Features used for the analysis.

Feature list Number of features Features

A 4 Ensemble �G, Ensemble diversity, MFE �G, MFE frequency
B 5 H-bond number, G:T number, �G(bs)-�G(ts), �G(bs)/�G(ts), pfold
C 63 Nature of each base
D 220 Positional entropy and base pairing probability for each nucleotide, pairwise base pairing probabilities

Total 292

sub-branch. The predicted value is found when a leaf is reached. We used
the DecisionTreeRegressor algorithm available in the package “tree” of
sklearn library. All parameters were kept at default values.

Random forest. Random forest (Breiman, 2001) is an ensemble learning
method that constructs several decision/regression trees, each of them
using a limited set of features and data points to make predictions.
The overall output is based on the ensemble of individual predictions.
Random forest can overcome some limitations of the decision trees and
achieve better performance. In fact, decision trees usually grow very
deep and tend to overfit their training sets. Random forests are a way of
averaging multiple deep decision trees trained on different parts of the same
training set, with the goal of reducing overfitting and errors. We used the
RandomForestRegressor algorithm available in the package “ensemble”
of sklearn library. We set the parameter max_depth (the maximum depth
of the tree) to 30, and the parameter max_features (the maximum number
of features to be consided when looking for the best split) to 10. All others
parameters were kept at default values, and a total of 1000 trees were
constructed.

2.2.4 Evaluation

Cross validation. In order to evaluate the performance of regression
models, we split the data points into training and test datasets. For that,
we adopted the cross-validation strategy that randomly splits the dataset
into n equal sized subsamples. Typically, one subsample is used as test
data and the rest (n - 1 subsamples) as training data. The training dataset
serves to train the regression algorithms and test dataset to measure their
performance. This procedure is then repeated until each part is used as test
dataset. In our case, we performed five-fold-cross-validation: n was set to
five and each time 80% of data points were used for training and 20% for
test.

Performance measures. To measure the performance of regression models,
we calculated four different measures: the Pearson correlation coefficient,
the mean absolute error, the root mean square error and the explained
variance score. All measures take as inputs the enrichment values (as a
proxy of the actual recombination frequencies), and the predicted values.

The Pearson’s correlation coefficient (PCC) is defined as:

PCC =
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where yi and zi are the actual and the predicted enrichment values
respectively, ȳi and z̄i are their corresponding means, and n is the total
of data points. PCC=1 indicates that the two sets of values are fully
correlated, while PCC=0 indicates that they are completely uncorrelated.

The mean absolute error (MAE) is defined as the average difference
between the actual and the predicted enrichment values of all data points,

MAE =
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The root-mean-square error (RMSE) is the square root of variance of
the residuals (predicted minus actual value), defined as:
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The explained variance score (varScore) is defined as:
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where V ar is the variance of each distribution.

2.2.5 Availability

The datasets used in this study, along with the python scripts required to
run machine learning algorithms are freely available at http://www.
lcqb.upmc.fr/julianab/software/attCPred.

3 Results and discussion

The recombination frequency of attC sites seems to be a multifactorial
function, depending on numerous properties related to sequence, folding,
stability etc (Bouvier et al., 2009; Nivina et al., 2016; ?; Loot et al., 2010).
To address such a complex problem, we generated a large experimental
dataset containing attCsynth mutant sequences and used supervised
machine learning (SML) algorithms to build predictive models for these
sequences. In the following, we present the performance of SML models,
the correlation between model predictions and actual enrichment values
of mutants, and some biological interpretation for our results.

3.1 Performance evaluation of regression models

Our dataset contained 12,879 mutants of a particular attC site (attCsynth),
for which we measured their enrichment values as a proxy of recombination
frequencies (Section 2.1). This dataset was unbalanced, as it contained
more mutants with lower enrichment values (depleted mutants) than higher
values (enriched mutants), as showed in Figure 3. The performance of
SML methods can be influenced by unbalanced datasets, so to avoid this
problem, we first equilibrated our dataset by selecting an equal number
of enriched and depleted mutants. For that, we established a threshold for
the enrichment value: mutants with enrichment greater than 0.46 were
considered as enriched, others as depleted mutants. By applying this
threshold, we obtained 11,117 depleted and 1,762 enriched mutants. To
equilibrate the dataset, we considered all enriched mutants and randomly
selected 1,762 depleted mutants, resulting in a final dataset of 3,524
data points. Each attCsynth mutant was then represented with a set of
properties (features) related to sequence and folding that could presumably
influence recombination. Based on these 292 features showed in Table 1
and described in Section 2.2.1, we have constructed regression models to
predict the enrichment value of each mutant.

To perform the machine learning experiments, we adopted the five-
fold-cross-validation strategy (Section 2.2.4). We tested four regression
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Table 1. Features used for the analysis.

Feature list Number of features Features

A 4 Ensemble �G, Ensemble diversity, MFE �G, MFE frequency
B 5 H-bond number, G:T number, �G(bs)-�G(ts), �G(bs)/�G(ts), pfold
C 63 Nature of each base
D 220 Positional entropy and base pairing probability for each nucleotide, pairwise base pairing probabilities

Total 292

sub-branch. The predicted value is found when a leaf is reached. We used
the DecisionTreeRegressor algorithm available in the package “tree” of
sklearn library. All parameters were kept at default values.

Random forest. Random forest (Breiman, 2001) is an ensemble learning
method that constructs several decision/regression trees, each of them
using a limited set of features and data points to make predictions.
The overall output is based on the ensemble of individual predictions.
Random forest can overcome some limitations of the decision trees and
achieve better performance. In fact, decision trees usually grow very
deep and tend to overfit their training sets. Random forests are a way of
averaging multiple deep decision trees trained on different parts of the same
training set, with the goal of reducing overfitting and errors. We used the
RandomForestRegressor algorithm available in the package “ensemble”
of sklearn library. We set the parameter max_depth (the maximum depth
of the tree) to 30, and the parameter max_features (the maximum number
of features to be consided when looking for the best split) to 10. All others
parameters were kept at default values, and a total of 1000 trees were
constructed.

2.2.4 Evaluation

Cross validation. In order to evaluate the performance of regression
models, we split the data points into training and test datasets. For that,
we adopted the cross-validation strategy that randomly splits the dataset
into n equal sized subsamples. Typically, one subsample is used as test
data and the rest (n - 1 subsamples) as training data. The training dataset
serves to train the regression algorithms and test dataset to measure their
performance. This procedure is then repeated until each part is used as test
dataset. In our case, we performed five-fold-cross-validation: n was set to
five and each time 80% of data points were used for training and 20% for
test.

Performance measures. To measure the performance of regression models,
we calculated four different measures: the Pearson correlation coefficient,
the mean absolute error, the root mean square error and the explained
variance score. All measures take as inputs the enrichment values (as a
proxy of the actual recombination frequencies), and the predicted values.

The Pearson’s correlation coefficient (PCC) is defined as:

PCC =
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where yi and zi are the actual and the predicted enrichment values
respectively, ȳi and z̄i are their corresponding means, and n is the total
of data points. PCC=1 indicates that the two sets of values are fully
correlated, while PCC=0 indicates that they are completely uncorrelated.

The mean absolute error (MAE) is defined as the average difference
between the actual and the predicted enrichment values of all data points,

MAE =
1
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The root-mean-square error (RMSE) is the square root of variance of
the residuals (predicted minus actual value), defined as:
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where V ar is the variance of each distribution.

2.2.5 Availability

The datasets used in this study, along with the python scripts required to
run machine learning algorithms are freely available at http://www.
lcqb.upmc.fr/julianab/software/attCPred.

3 Results and discussion

The recombination frequency of attC sites seems to be a multifactorial
function, depending on numerous properties related to sequence, folding,
stability etc (Bouvier et al., 2009; Nivina et al., 2016; ?; Loot et al., 2010).
To address such a complex problem, we generated a large experimental
dataset containing attCsynth mutant sequences and used supervised
machine learning (SML) algorithms to build predictive models for these
sequences. In the following, we present the performance of SML models,
the correlation between model predictions and actual enrichment values
of mutants, and some biological interpretation for our results.

3.1 Performance evaluation of regression models

Our dataset contained 12,879 mutants of a particular attC site (attCsynth),
for which we measured their enrichment values as a proxy of recombination
frequencies (Section 2.1). This dataset was unbalanced, as it contained
more mutants with lower enrichment values (depleted mutants) than higher
values (enriched mutants), as showed in Figure 3. The performance of
SML methods can be influenced by unbalanced datasets, so to avoid this
problem, we first equilibrated our dataset by selecting an equal number
of enriched and depleted mutants. For that, we established a threshold for
the enrichment value: mutants with enrichment greater than 0.46 were
considered as enriched, others as depleted mutants. By applying this
threshold, we obtained 11,117 depleted and 1,762 enriched mutants. To
equilibrate the dataset, we considered all enriched mutants and randomly
selected 1,762 depleted mutants, resulting in a final dataset of 3,524
data points. Each attCsynth mutant was then represented with a set of
properties (features) related to sequence and folding that could presumably
influence recombination. Based on these 292 features showed in Table 1
and described in Section 2.2.1, we have constructed regression models to
predict the enrichment value of each mutant.

To perform the machine learning experiments, we adopted the five-
fold-cross-validation strategy (Section 2.2.4). We tested four regression
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where  is the variance of each distribution.  

Feature selection and dimensionality reduction methods used for three ML algorithms 
Reducing the dimensionality of the feature space or selecting the most relevant set of features 

can improve the performance of ML algorithms. Here, we tried both strategies and used Principal 
component analysis (PCA) (33) to dimensional reduction and k-best-features (34) to select the k 
most relevant features.  

PCA has been widely applied in data mining and pattern recognition. It transforms the existing 
features into a lower dimensional space, where new orthogonal variables (principal components) 
are obtained by maximizing the variance of the data. PCA greatly reduces the dimensionality of 
the space, but it does not reduce the number of the original variables, all original variables are used 
to generate new ones (principal components). We trained SML algorithms by using a reduced set 
of features that consider just the k-significant principal components obtained by PCA, k being in 
the interval [2, 50]. We used the PCA algorithm available in the package "decomposition” of 
sklearn library (31).  

Feature selection methods do not combine variables as PCA does, they just evaluate the quality 
and the predictive power of each feature to select the best set. Among a number of feature selection 
methods available, we chose the k-best-features method that selects the k most relevant features 
based on univariate statistical tests. First, the statistical test is computed between each feature and 
the output value, then the k features with higher score values are selected. Here, we used the chi-
squared test (48) that measures dependence between two variables, so using this test we can detect 
features that are the most likely to be dependent on the output, by consequence the more relevant 
for constructing predictive models. Next, we have trained regression models using just the k-best 
features, where k is in the interval [2, 50]. We used the k-best-features algorithm available in the 
package feature_selection of sklearn library (31).  

We also performed a manual feature selection by organizing the features into lists according to 
their properties, see Lists A-D in Table 1, and trained regression models with all possible list 
combinations.  

 
Analysis of features with an importance score >0.01 in Random Forest Regression 
Pairing of the bases within the stem represented one set of base-specific features with an 

importance score >0.01 (Fig. 5D, ovals). To understand how such base-pairings influenced 
recombination, we decided to see whether the correlation of the base-pairing probabilities with the 
measured enrichment value was positive (red) or negative (blue), and what was the correlation 
coefficient (Fig. S4). For the purpose of easier interpretation, we visualized the base-pairing 
probabilities on two separate maps: the first one corresponding to expected base-pairings (Fig. 
S4A), and the second one corresponding to base-pairings that were not expected according to the 
structural prediction (Fig. S4B). 

Most expected base-pairing probabilities showed a strong positive correlation with the measured 
enrichment value (Fig. S4A, red contours), coherent with previous results showing the importance 
of the stem for integrase binding and recombination (6, 13). However, two base-pairing 
probabilities for bases located in the second region of interest (T24-A38 and T25-A37) correlated 
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C 63 Nature of each base
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sub-branch. The predicted value is found when a leaf is reached. We used
the DecisionTreeRegressor algorithm available in the package “tree” of
sklearn library. All parameters were kept at default values.

Random forest. Random forest (Breiman, 2001) is an ensemble learning
method that constructs several decision/regression trees, each of them
using a limited set of features and data points to make predictions.
The overall output is based on the ensemble of individual predictions.
Random forest can overcome some limitations of the decision trees and
achieve better performance. In fact, decision trees usually grow very
deep and tend to overfit their training sets. Random forests are a way of
averaging multiple deep decision trees trained on different parts of the same
training set, with the goal of reducing overfitting and errors. We used the
RandomForestRegressor algorithm available in the package “ensemble”
of sklearn library. We set the parameter max_depth (the maximum depth
of the tree) to 30, and the parameter max_features (the maximum number
of features to be consided when looking for the best split) to 10. All others
parameters were kept at default values, and a total of 1000 trees were
constructed.

2.2.4 Evaluation

Cross validation. In order to evaluate the performance of regression
models, we split the data points into training and test datasets. For that,
we adopted the cross-validation strategy that randomly splits the dataset
into n equal sized subsamples. Typically, one subsample is used as test
data and the rest (n - 1 subsamples) as training data. The training dataset
serves to train the regression algorithms and test dataset to measure their
performance. This procedure is then repeated until each part is used as test
dataset. In our case, we performed five-fold-cross-validation: n was set to
five and each time 80% of data points were used for training and 20% for
test.

Performance measures. To measure the performance of regression models,
we calculated four different measures: the Pearson correlation coefficient,
the mean absolute error, the root mean square error and the explained
variance score. All measures take as inputs the enrichment values (as a
proxy of the actual recombination frequencies), and the predicted values.

The Pearson’s correlation coefficient (PCC) is defined as:

PCC =
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i=1(yi � ȳi)(zi � z̄i)q⇥Pn

i=1(yi � ȳi)2
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where yi and zi are the actual and the predicted enrichment values
respectively, ȳi and z̄i are their corresponding means, and n is the total
of data points. PCC=1 indicates that the two sets of values are fully
correlated, while PCC=0 indicates that they are completely uncorrelated.

The mean absolute error (MAE) is defined as the average difference
between the actual and the predicted enrichment values of all data points,

MAE =
1
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The root-mean-square error (RMSE) is the square root of variance of
the residuals (predicted minus actual value), defined as:
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where V ar is the variance of each distribution.

2.2.5 Availability

The datasets used in this study, along with the python scripts required to
run machine learning algorithms are freely available at http://www.
lcqb.upmc.fr/julianab/software/attCPred.

3 Results and discussion

The recombination frequency of attC sites seems to be a multifactorial
function, depending on numerous properties related to sequence, folding,
stability etc (Bouvier et al., 2009; Nivina et al., 2016; ?; Loot et al., 2010).
To address such a complex problem, we generated a large experimental
dataset containing attCsynth mutant sequences and used supervised
machine learning (SML) algorithms to build predictive models for these
sequences. In the following, we present the performance of SML models,
the correlation between model predictions and actual enrichment values
of mutants, and some biological interpretation for our results.

3.1 Performance evaluation of regression models

Our dataset contained 12,879 mutants of a particular attC site (attCsynth),
for which we measured their enrichment values as a proxy of recombination
frequencies (Section 2.1). This dataset was unbalanced, as it contained
more mutants with lower enrichment values (depleted mutants) than higher
values (enriched mutants), as showed in Figure 3. The performance of
SML methods can be influenced by unbalanced datasets, so to avoid this
problem, we first equilibrated our dataset by selecting an equal number
of enriched and depleted mutants. For that, we established a threshold for
the enrichment value: mutants with enrichment greater than 0.46 were
considered as enriched, others as depleted mutants. By applying this
threshold, we obtained 11,117 depleted and 1,762 enriched mutants. To
equilibrate the dataset, we considered all enriched mutants and randomly
selected 1,762 depleted mutants, resulting in a final dataset of 3,524
data points. Each attCsynth mutant was then represented with a set of
properties (features) related to sequence and folding that could presumably
influence recombination. Based on these 292 features showed in Table 1
and described in Section 2.2.1, we have constructed regression models to
predict the enrichment value of each mutant.

To perform the machine learning experiments, we adopted the five-
fold-cross-validation strategy (Section 2.2.4). We tested four regression



negatively with the enrichment values (Fig. S4A, blue contours), meaning that the mutants where 
these base-pairings were preserved showed lower recombination propensity and got depleted. 

Among the base-pairings that were not expected according to the structural prediction, most 
indeed showed negative correlation with the enrichment values (Fig. S4B, blue contours). 
However, regions around both EHBs contained base-pairs that correlated positively (Fig. S4B, red 
contours). This was particularly striking since, according to the design of attCr0, these were not 
supposed to be paired. Our analysis showed that recombination was improved in attCr0 mutants 
where the EHBs were "shifted" by one nucleotide towards the apex of the stem: EHB G45 instead 
of G46 (with G46 becoming paired with the base in position 18) and EHB T38 instead of T39 (with 
T39 becoming paired with the base in position 24). This explained the positive correlations of these 
base-pairings with enrichment. 

Positional entropies represented another set of important features (Fig. 5D, asterisks). The 
positional entropy of a base reflects how unstable it is: low positional entropy means that the base 
is stabilized in only one major state (either paired with a particular base, or unpaired), whereas high 
positional entropy means the base can be found in various states within the thermodynamic 
ensemble of possible structures. The positional entropies identified as important features all 
correlated negatively with the enrichment values, suggesting that a stabilized state of the stem is 
more favorable for recombination (Fig. 5D and Fig. S4). 
  



 
Fig. S1. Recombination frequencies of attCaadA7 and synthetic attC sites embedded into 

lacZ. 
Values represent the mean of three independent experiments; error bars represent mean 

absolute error. Asterisks (*) indicate that the recombination frequency was below detection level, 
indicated by the bar height. 
 
  



 

 
Fig. S2. Schematic of the competition assay used to assess recombination frequencies of 

mutants from the library. 
To construct a library of single and double mutants of attCr0, a custom oligonucleotide 

attCr0_library was PCR-amplified with primers Gibson1 and Gibson2. The pSW23T vector p4383 
was PCR-amplified with primers Gibson3 and Gibson4. The two products were then purified, joint 
together through Gibson assembly (46) and transformed into the ß2163 strain (15). The library of 
attC sites in a pSW23T vector was transformed into a ß2163 strain (Step 1) that maintains its 
replication through the presence of the p protein. It served as donor in a conjugation (Step 2), where 
the bottom strands of the vector were delivered into the recipient strain lacking the p protein, 
containing attI and expressing IntI1. The successful recombinants were selected based on the 
presence of the pSW23T resistance marker (Step 3), their DNA was extracted by PCR (Step 4) and 
cloned into a pSW23T vector through Gibson assembly (Step 5), which constituted the DNA 
library after selection. When transformed into a ß2163 strain (Step 6), this library could serve as 
donor for the next cycle of selection. The DNA used for NGS was the one extracted from cells after 
Step 1 for the initial library, and after Step 6 for the selected library. 

 
 



 
Fig. S3. Next Generation Sequencing of the library before and after enrichment. 
The landscapes of mutant occurrences in the library of attCr0 single and double mutants before 

(A) and after (B) competition assay, as measured by Next Generation Sequencing. Each sample 
contained approximately 106 colony forming units (CFUs) and their sequencing yielded between 
105 and 106 reads per library, which corresponds to a high depth coverage, given that the 
complexity of the library was on the order of 104. The order of the mutants along the axis 
corresponds to the order of mutants along the rows of the top left diagonal in Fig.4C, with the 
addition of single mutants before each set of double mutants. 

 
 
 
 

 
Fig. S4. Validation of enrichment value as a proxy for recombination frequency. 
Six attCr0 double mutants were chosen such that their measured enrichments span the entire 

range of observed values on a logarithmic scale. Their recombination frequencies were measured 
experimentally and the mean of three experiments is reported here. The enrichment value can be 
used as a proxy for the recombination frequency for attC site mutants from the library, since the 
two values show high correlation for this sample of mutants (Pearson R=0.92, p<0.01). 



 

 
Fig. S5. Correlations of positional entropies and base pairings with enrichment. 
Correlations between feature values and enrichment values mapped onto the predicted structure 

of attCr0. (A) Correlations for base-pairings that were expected according to the structural 
prediction (ovals). (B) Correlations for base-pairings that were not expected according to the 
structural prediction (ovals). Positional entropies are shown on both schemes (asterisks). 

 



 
Fig. S6. Additional attCr2 and attCr11 mutants, and their recombination frequencies. 
 (A) Top: structural predictions of initial and mutated attCr2. Mutations are shown in red. 

Bottom: positional entropies of bases. Arrows indicate EHBs that were "locked" in low entropy 
state through mutations. (B) Recombination frequencies of initial and mutated attCr2 showing that 
the decrease in positional entropy and shifting of each EHB alone does not increase its 
recombination frequency, whereas locking and shifting them both significantly increases 
recombination. (C) Top: structural predictions of initial and mutated attCr11. Mutations are shown 
in red. Bottom: positional entropies of bases. Arrows indicate EHBs that were "locked" in low 
entropy state through mutations. (D) Recombination frequencies of initial and mutated attCr11 
showing that mutations in the UCS and/or in the VTS that stabilize the overall stem without 
affecting the location of EHBs do not increase its recombination frequency. Recombination values 
represent the mean of three independent experiments; error bars represent mean absolute error. 

 



 
Fig. S7. Correlation of EHB entropies with recombination frequency. 
(A) Correlation of EHBG positional entropy of with recombination frequency of 14 synthetic 

attC sites (Pearson R=0.12, p>0.5). (B) Correlation of EHBT positional entropy of with 
recombination frequency of 14 synthetic attC sites (Pearson R=0.58, p<0.05). 
  



 
Table S1. Constraints used to generate synthetic attC sites. 
Probability of incorporating each base into the R' sequence of the generated synthetic attC site. 

The probabilities for the first 4 bases are based on the probability distribution of each base in wt 
attC sites from the INTEGRALL database (14). The last 3 bases (AAC) are kept constant. 
  

 A C G T 
1st position 0.13 0.08 0.69 0.10 
2nd position 0.03 0.51 0.16 0.30 
3rd position 0.14 0.78 0.01 0.07 
4th position 0.01 0.11 0.01 0.87 
5th position 1 0 0 0 
6th position 1 0 0 0 
7th position 0 1 0 0 



Table S2. DNA oligonucleotides (A) and plasmids (B) used in this study. 
A. 
 
Primer name, 
orientation Sequence 

attCr0 Fw AATTCTGCCTAACGGAGGTTACCCATGGATTCGAGTTCCTCGAA
CCATGGTAAAGAGTGTTAGGCAG 

Rev CTGCCTAACGGAGGTTACCCATGGATTCGAGTTCCTCGAACCAT
GGTAAAGAGTGTTAGGCAGGATC 

attCr1 Fw AATTCCGTCTAACTCATCGCGCGTGAATAAACCTCTTGGAGGTT
ATTCACCGCAAAATGTTAGACGG 

Rev GATCCCGTCTAACATTTTGCGGTGAATAACCTCCAAGAGGTTTA
TTCACGCGCGATGAGTTAGACGG 

attCr2 Fw AATTCAGGGTAACGCTACGCGCAGTGCCAAGCATCTATGATGC
TGGCACTCGCCTCTTGTTACCCTG 

Rev GATCCAGGGTAACAAGAGGCGAGTGCCAGCATCATAGATGCTT
GGCACTGCGCGTAGCGTTACCCTG 

attCr3 Fw AATTCTCTCTAACCTGCTACTCTATAGTACAGTAAGGTTTACTG
ACTATAAGTCGGGTGTTAGAGAG 

Rev GATCCTCTCTAACACCCGACTTATAGTCAGTAAACCTTACTGTA
CTATAGAGTAGCAGGTTAGAGAG 

attCr4 Fw AATTCTTTCTAACTCCGCCAACCCGGAGAAGCGTGGCCCACGC
TCTCCGGTTGATATTGTTAGAAAG 

Rev GATCCTTTCTAACAATATCAACCGGAGAGCGTGGGCCACGCTT
CTCCGGGTTGGCGGAGTTAGAAAG 

attCr5 Fw AATTCGCCTTAACAATACAGGCTATGTTATTTGGTCGGACCAAA
AACATACCTAGTAGGTTAAGGCG 

Rev GATCCGCCTTAACCTACTAGGTATGTTTTTGGTCCGACCAAATA
ACATAGCCTGTATTGTTAAGGCG 

attCr6 Fw AATTCATCTTAACTGCTTACACCCGGGCAACCTTTCCTAAAGGT
GCCCGGTGTGGCTTGTTAAGATG 

Rev GATCCATCTTAACAAGCCACACCGGGCACCTTTAGGAAAGGTT
GCCCGGGTGTAAGCAGTTAAGATG 

attCr7 Fw AATTCTCGGCTAACCGCTCAGACTATCGCACTACCTGGTTTCTA
GGCGATATCTTCGGAGTTAGCCGAG 

Rev GATCCTCGGCTAACTCCGAAGATATCGCCTAGAAACCAGGTAG
TGCGATAGTCTGAGCGGTTAGCCGAG 

attCr8 Fw AATTCTAGGCTAACAGAACGGTCAATATGAGGGAGGCTGGATC
CCCATATTACCTCGGTGTTAGCCTAG 

Rev GATCCTAGGCTAACACCGAGGTAATATGGGGATCCAGCCTCCC
TCATATTGACCGTTCTGTTAGCCTAG 

attCr9 Fw AATTCACGACGAACTCAGACGACAGATATAACCTAAAAGTTCG
GTATATCTTCGGGCCGTGTTCGTCGTG 

Rev GATCCACGACGAACACGGCCCGAAGATATACCGAACTTTTAGG
TTATATCTGTCGTCTGAGTTCGTCGTG 



attCr10 Fw AATTCCTGCCTAACGTCGTCTGCAGCGTCACACTGTACGCATGT
GGACGCTCAGTCAAATGTTAGGCAGG 

Rev GATCCCTGCCTAACATTTGACTGAGCGTCCACATGCGTACAGTG
TGACGCTGCAGACGACGTTAGGCAGG 

attCr11 Fw AATTCTTACACAACGGCCCATACTGAATCAGAAATCCAAACAT
TCGATTCATATTCGACGTTGTGTAAG 

Rev GATCCTTACACAACGTCGAATATGAATCGAATGTTTGGATTTCT
GATTCAGTATGGGCCGTTGTGTAAG 

attCr12 Fw AATTCATGGCTAACTAGTAATACTCAGGGAATCGATCACGGTG
ATCCCTGATATGCTCTGTTAGCCATG 

Rev GATCCATGGCTAACAGAGCATATCAGGGATCACCGTGATCGAT
TCCCTGAGTATTACTAGTTAGCCATG 

attCr13 Fw AATTCGCCACTAACAGTTTCTACGATTTGAATGTCGATATCGCA
TCAAATCTAGCGGCTCGTTAGTGGCG 

Rev GATCCGCCACTAACGAGCCGCTAGATTTGATGCGATATCGACA
TTCAAATCGTAGAAACTGTTAGTGGCG 

attCr2_ 
6bp 

Fw AATTCAGGGTAACGCTACGCGCAGTGCCATGCATCTATGATGC
AGGCACTCGCCTCTTGTTACCCTG 

Rev GATCCAGGGTAACAAGAGGCGAGTGCCTGCATCATAGATGCAT
GGCACTGCGCGTAGCGTTACCCTG 

attCr2_ 
6bp_ 
shifted 

Fw AATTCAGGGTAACGCTACGCGACGTGCCTAGCATCTATGATGC
AGGCACTCGCCTCTTGTTACCCTG 

Rev GATCCAGGGTAACAAGAGGCGAGTGCCTGCATCATAGATGCTA
GGCACGTCGCGTAGCGTTACCCTG 

attCr6_ 
6bp 

Fw AATTCATCTTAACTGCTTACGCACGGGCATCCTTTCCTAAAGGA
GCCCGTCGTGGCTTGTTAAGATG 

Rev GATCCATCTTAACAAGCCACGACGGGCTCCTTTAGGAAAGGAT
GCCCGTGCGTAAGCAGTTAAGATG 

attCr6_ 
6bp_ 
shifted 

Fw AATTCATCTTAACTGCTTACAACGGGGCTACCTTTCCTAAAGGA
GCCCCTTGTGGCTTGTTAAGATG 

Rev GATCCATCTTAACAAGCCACAAGGGGCTCCTTTAGGAAAGGTA
GCCCCGTTGTAAGCAGTTAAGATG 

attCr11_ 
6bp 

Fw AATTCTTACACAACGGCCCATGCGGAATCACCAATCCAAACAT
GGGATTCCCATTCGACGTTGTGTAAG 

Rev GATCCTTACACAACGTCGAATGGGAATCCCATGTTTGGATTGGT
GATTCCGCATGGGCCGTTGTGTAAG 

attCr11_ 
6bp_ 
shifted 

Fw AATTCTTACACAACGGCCCATGGCGAATCCACAATCCAAACAT
GGGATTCCCATTCGACGTTGTGTAAG 

Rev GATCCTTACACAACGTCGAATGGGAATCCCATGTTTGGATTGTG
GATTCGCCATGGGCCGTTGTGTAAG 

attCr2_ 
5-6bp_ 
G-shifted 

Fw AATTCAGGGTAACGCTACGCGACGTGCCAAGCATCTATGATGC
TGGCACTCGCCTCTTGTTACCCTG 

Rev GATCCAGGGTAACAAGAGGCGAGTGCCAGCATCATAGATGCTT
GGCACGTCGCGTAGCGTTACCCTG 

attCr2_ 
7bp_ 

Fw AATTCAGGGTAACGCTACGCGCAGTGCCTAGCATCTATGATGC
AGGCACTCGCCTCTTGTTACCCTG 



T-shifted Rev GATCCAGGGTAACAAGAGGCGAGTGCCTGCATCATAGATGCTA
GGCACTGCGCGTAGCGTTACCCTG 

attCr11_ 
VTSmut 

Fw AATTCTTACACAACGGCCCATACTGAATCAGAACGCTTCGCGTT
CGATTCATATTCGACGTTGTGTAAG 

Rev GATCCTTACACAACGTCGAATATGAATCGAACGCGAAGCGTTC
TGATTCAGTATGGGCCGTTGTGTAAG 

attCr11_ 
VTS-
UCSmut 

Fw AATTCTTACACAACGGCCCATACTGAATCAGAACCTAAAACAT
TCGATTCATATGCTACGTTGTGTAAG 

Rev GATCCTTACACAACGTAGCATATGAATCGAATGTTTTAGGTTCT
GATTCAGTATGGGCCGTTGTGTAAG 

attC_ 
linker1 

Fw CTAGCGGAGTAACCAATAGTAGCAACCAGAACATGTCAAACAT
GTCTGGTTCTAACTCGAGTTACTCCGGTACGGTAC 

Rev CGGAGTAACTCGAGTTAGAACCAGACATGTTTGACATGTTCTG
GTTGCTACTATTGGTTACTCCG 

attC_ 
linker2 

Fw CTAGCGGAGTAACACAGATGAGCTCGAACACCAACGGATCGTT
GGGTTCGACTCAAAACGGTTACTCCGGTAC	 

Rev CGGAGTAACCGTTTTGAGTCGAACCCAACGATCCGTTGGTGTTC
GAGCTCATCTGTGTTACTCCG 

attC_ 
linker3 

Fw CTAGCTCCGTAACTAATAGTTCCCAGAACACCAATGGCTCATTG
GGTTCTGGAAATAACGGTTACGGAGGTAC 

Rev CTCCGTAACCGTTATTTCCAGAACCCAATGAGCCATTGGTGTTC
TGGGAACTATTAGTTACGGAG 

LacZ-OE-
PCR 

Fw CTTCCGGCTCGTATGTTGTG 
Rev GCCTGACTGGCGGTTAAATTGCC 

LacZ-
attC_rev1 

Fw ACGGGGTGAACAGTTGCAACCATCTGTGGTGCAACTTTCGATG
GGTTGGATACGGCCAGGACAGTCGTTTGCCGTCTGAATTTGAC
C 

Rev TCCAACCCATCGAAAGTTGCACCACAGATGGTTGCAACTGTTC
ACCCCGTTGGATATAATTCGCGTCTGGCCTTCCTGTAGCC 

LacZ-
attC_rev2 

Fw CGGAGAGCTGGCTGGAGTGCGATCTCCCGGAAAGCGACACCGT
TGTGGTCCCCTCAAACTGGCAGATGCACGGTTACGATGC 

Rev CCGGGAGATCGCACTCCAGCCAGCTCTCCGGAAGAGCTTCTGG
TTGTGGAAACCAGGCAAAGCGCCATTCGCCATTCAGG 

LacZ-
attC_rev3 

Fw GGAGAGCGCCGGGGAGCTCTGGATCACCGTTAGAGTAGTGCAA
CCGAACGCGACCGCATGG 

Rev GGCTGGGGTAGCTCTGGGAGCTCTGTTAGAGGTTTACCTTGTGG
AGCGACATCC 

LacZ-
attC_rev4 

Fw GTCAACTAGCGATAACTGTCGATGTTGAGGTGGCGAGCGATAC
ACCGCATCCGGCGCGG 

Rev GTCAACTAGCGATAACTGTCGATGTTGAGGTGGCGAGCGATAC
ACCGCATCCGGCGCGG 

LacZ-
attCaadA
7 

Fw TGAATTAAGCCGCGCCGCGAAGCGGCGTCGGCTTGAATGAATT
GTTATAACTCGCGTCTGGCCTTCCTGTAGCCAGCTTTCATC 

Rev AACAATTCATTCAAGCCGACGCCGCTTCGCGGCGCGGCTTAAT
TCAAGCGTTATAACCGGCCAGGACAGTCGTTTGCCGTCTGAATT
TGACC 



pKAC_linker_fwd CCGCATCTGTCCAACTTCCG 
pKAC_linker_rev CACGCCGATATTCATGTCGC 
attCr0_library * GTCCTAAGGTAGCGAAN2N4N3N2N2N4N1N1N2N3N3N1N3N3N4N4N1N

2N2N2N1N4N3N3N1N4N4N2N3N1N3N4N4N2N2N4N2N3N1N1N2N2N1N4N3N
3N4N1N1N1N3N1N3N4GTTAGGCAGTAGGGATAACAG 

Library_Gibson1 TGGAGAGGGTGAAGGTGATGACATAACTATAACGGTCCTAAGG
TAGCGAA 

Library_Gibson2 GCTCTAGAACTAGTGGATCCAGTATTACCCTGTTATCCCTACTG
CCTAAC 

Library_Gibson3 CATCACCTTCACCCTCTCCAGTCGACGCCGGCCAGCCTCGCAGA
GCAGGA 

Library_Gibson4 GGATCCACTAGTTCTAGAGCGGCCGCCACCGCGGTGGAGC 
SWbeg CCGTCACAGGTATTTATTCGGCG 
SWend CCTCACTAAAGGGAACAAAAGCTG 

 
*: N1, N2, N3 and N4 correspond to custom oligonucleotide mixes: 

N1 = 96.1% A, 1.3% C, 1.3% G, 1.3% T 
N2 = 96.1% C, 1.3% A, 1.3% G, 1.3% T 
N3 = 96.1% G, 1.3% C, 1.3% A, 1.3% T 
N4 = 96.1% T, 1.3% C, 1.3% G, 1.3% A 

  



B. 
Plasmid 
number 

Plasmid description Plasmid properties and construction 

p3938 pBAD::intI1 oriColE1; [CarbR] (22) 
p929 pSU38∆::attI1 orip15A; [KanR] (42) 
p4383 pSW23T oriVR6Kγ, oriTRP4;[CmR] (15) 
p4849 pSW23T::attP p4383 with attP cloned into SacII site of 

p4383 
p9276 pSW23T::attCr0 Annealing of primers and cloning into 

p4849 
p9277 pSW23T::attCr1 Annealing of primers and cloning into 

p4849 
p9278 pSW23T::attCr2 Annealing of primers and cloning into 

p4849 
p9279 pSW23T::attCr3 Annealing of primers and cloning into 

p4849 
p9280 pSW23T::attCr4 Annealing of primers and cloning into 

p4849 
p9281 pSW23T::attCr5 Annealing of primers and cloning into 

p4849 
p9282 pSW23T::attCr6 Annealing of primers and cloning into 

p4849 
pG582 pSW23T::attCr7 Annealing of primers and cloning into 

p4849 
pG583 pSW23T::attCr8 Annealing of primers and cloning into 

p4849 
pG584 pSW23T::attCr9 Annealing of primers and cloning into 

p4849 
pG585 pSW23T::attCr10 Annealing of primers and cloning into 

p4849 
pG586 pSW23T::attCr11 Annealing of primers and cloning into 

p4849 
pG587 pSW23T::attCr12 Annealing of primers and cloning into 

p4849 
pG588 pSW23T::attCr13 Annealing of primers and cloning into 

p4849 
p9895 pSW23T::attCL1 Annealing of primers and cloning into 

p4849 
p9896 pSW23T::attCL2 Annealing of primers and cloning into 

p4849 
p9897 pSW23T::attCL3 Annealing of primers and cloning into 

p4849 
p9919 pKAC::T25-attCL1-T28	 Annealing of primers and cloning into 

p9922 



p9920 pKAC::T25-attCL2-T28 Annealing of primers and cloning into 
p9922 

p9921 pKAC::T25-attCL3-T28 Annealing of primers and cloning into 
p9922 

p9922 pKAC::p5 orip15A; [KanR] (18) 
p9949 pKAC::T25-attCL1FS-T28 p9919 digested by NheI, incubated with 

Klenow fragment to introduce a frameshift 
by complementing the overhangs, and re-
ligated. 

pG768 pSW23T::attCr2_6bp Annealing of primers and cloning into 
p4849 

pG771 pSW23T::attCr2_6bp_shifted Annealing of primers and cloning into 
p4849 

pG775 pSW23T::attCr6_6bp Annealing of primers and cloning into 
p4849 

pG776 pSW23T::attCr6_6bp_shifted Annealing of primers and cloning into 
p4849 

pG779 pSW23T::attCr11_6bp Annealing of primers and cloning into 
p4849 

pG780 pSW23T::attCr11_6bp_shifted Annealing of primers and cloning into 
p4849 

pG770 pSW23T::attCr2_5-
6bp_Gshifted 

Annealing of primers and cloning into 
p4849 

pG769 pSW23T::attCr2_7bp_Tshifted Annealing of primers and cloning into 
p4849 

pG777 pSW23T::attCr11_VTSmut Annealing of primers and cloning into 
p4849 

pG778 pSW23T::attCr11_VTS-UCSmut Annealing of primers and cloning into 
p4849 

p1370 pSU38∆::pLac-lacZ Lab collection; unpublished 
p2713 pSW23T::attI1 Lab collection; unpublished 
pN232 pSU38∆::pLac-lacZ::attCreg1 Amplification of attCreg1 and flanking 

regions by two overlap extension (OE-
PCR) and two attC-specific primers, 
followed by digestion with BamHI and 
ClaI; ligation with p1370 digested with 
BamHI and ClaI. 

pN235 pSU38∆::pLac-lacZ::attCreg2 Amplification of attCreg2 and flanking 
regions by two overlap extension (OE-
PCR) and two attC-specific primers, 
followed by digestion with BamHI and 
ClaI; ligation with p1370 digested with 
BamHI and ClaI. 

pN021 pSU38∆::pLac-lacZ::attCreg3 Amplification of p1370 with primers 
introducing attCreg3; ligation of blunt ends. 



pN009 pSU38∆::pLac-lacZ::attCreg4 Amplification of p1370 with primers 
introducing attCreg4; ligation of blunt ends. 

pN070 pSU38∆::pLac-lacZ::attCaadA7 Amplification of p1370 with primers 
introducing attCaadA7; Gibson assembly. 

 
  



Table S3. Performance of ML algorithms. 
(A) Manually curated feature lists. (B) Performance of the three ML algorithms. Letters indicate 

feature lists that were used in the manual feature selection method. (C). Feature importance values 
of the Random Forest Regression algorithm. 
 

 
A 

 
B 

 
 
C 

Feature Importance Feature Importance Feature Importance 
pos_entr_7D 1.53E-02 bp_proba_3_61D 4.02E-03 bp_18D 2.97E-04 
pos_entr_40D 1.50E-02 pos_entr_14D 4.00E-03 bp_proba_20_42D 2.96E-04 
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Table 1. Features used for the analysis.

Feature list Number of features Features

A 4 Ensemble �G, Ensemble diversity, MFE �G, MFE frequency
B 5 H-bond number, G:T number, �G(bs)-�G(ts), �G(bs)/�G(ts), pfold
C 63 Nature of each base
D 220 Positional entropy and base pairing probability for each nucleotide, pairwise base pairing probabilities

Total 292

sub-branch. The predicted value is found when a leaf is reached. We used
the DecisionTreeRegressor algorithm available in the package “tree” of
sklearn library. All parameters were kept at default values.

Random forest. Random forest (Breiman, 2001) is an ensemble learning
method that constructs several decision/regression trees, each of them
using a limited set of features and data points to make predictions.
The overall output is based on the ensemble of individual predictions.
Random forest can overcome some limitations of the decision trees and
achieve better performance. In fact, decision trees usually grow very
deep and tend to overfit their training sets. Random forests are a way of
averaging multiple deep decision trees trained on different parts of the same
training set, with the goal of reducing overfitting and errors. We used the
RandomForestRegressor algorithm available in the package “ensemble”
of sklearn library. We set the parameter max_depth (the maximum depth
of the tree) to 30, and the parameter max_features (the maximum number
of features to be consided when looking for the best split) to 10. All others
parameters were kept at default values, and a total of 1000 trees were
constructed.

2.2.4 Evaluation

Cross validation. In order to evaluate the performance of regression
models, we split the data points into training and test datasets. For that,
we adopted the cross-validation strategy that randomly splits the dataset
into n equal sized subsamples. Typically, one subsample is used as test
data and the rest (n - 1 subsamples) as training data. The training dataset
serves to train the regression algorithms and test dataset to measure their
performance. This procedure is then repeated until each part is used as test
dataset. In our case, we performed five-fold-cross-validation: n was set to
five and each time 80% of data points were used for training and 20% for
test.

Performance measures. To measure the performance of regression models,
we calculated four different measures: the Pearson correlation coefficient,
the mean absolute error, the root mean square error and the explained
variance score. All measures take as inputs the enrichment values (as a
proxy of the actual recombination frequencies), and the predicted values.

The Pearson’s correlation coefficient (PCC) is defined as:

PCC =

Pn
i=1(yi � ȳi)(zi � z̄i)q⇥Pn

i=1(yi � ȳi)2
⇤ ⇥Pn

i=1(zi � z̄i)2
⇤ (2)

where yi and zi are the actual and the predicted enrichment values
respectively, ȳi and z̄i are their corresponding means, and n is the total
of data points. PCC=1 indicates that the two sets of values are fully
correlated, while PCC=0 indicates that they are completely uncorrelated.

The mean absolute error (MAE) is defined as the average difference
between the actual and the predicted enrichment values of all data points,

MAE =
1

n

nX

i=1

(|yi � zi|) (3)

The root-mean-square error (RMSE) is the square root of variance of
the residuals (predicted minus actual value), defined as:

RMSE =
1

n

nX

i=1

q
(yi � zi)2 (4)

The explained variance score (varScore) is defined as:

varScore =
1

n

nX

i=1


1�

V ar(yi � zi)

V ar(yi)

�
(5)

where V ar is the variance of each distribution.

2.2.5 Availability

The datasets used in this study, along with the python scripts required to
run machine learning algorithms are freely available at http://www.
lcqb.upmc.fr/julianab/software/attCPred.

3 Results and discussion

The recombination frequency of attC sites seems to be a multifactorial
function, depending on numerous properties related to sequence, folding,
stability etc (Bouvier et al., 2009; Nivina et al., 2016; ?; Loot et al., 2010).
To address such a complex problem, we generated a large experimental
dataset containing attCsynth mutant sequences and used supervised
machine learning (SML) algorithms to build predictive models for these
sequences. In the following, we present the performance of SML models,
the correlation between model predictions and actual enrichment values
of mutants, and some biological interpretation for our results.

3.1 Performance evaluation of regression models

Our dataset contained 12,879 mutants of a particular attC site (attCsynth),
for which we measured their enrichment values as a proxy of recombination
frequencies (Section 2.1). This dataset was unbalanced, as it contained
more mutants with lower enrichment values (depleted mutants) than higher
values (enriched mutants), as showed in Figure 3. The performance of
SML methods can be influenced by unbalanced datasets, so to avoid this
problem, we first equilibrated our dataset by selecting an equal number
of enriched and depleted mutants. For that, we established a threshold for
the enrichment value: mutants with enrichment greater than 0.46 were
considered as enriched, others as depleted mutants. By applying this
threshold, we obtained 11,117 depleted and 1,762 enriched mutants. To
equilibrate the dataset, we considered all enriched mutants and randomly
selected 1,762 depleted mutants, resulting in a final dataset of 3,524
data points. Each attCsynth mutant was then represented with a set of
properties (features) related to sequence and folding that could presumably
influence recombination. Based on these 292 features showed in Table 1
and described in Section 2.2.1, we have constructed regression models to
predict the enrichment value of each mutant.

To perform the machine learning experiments, we adopted the five-
fold-cross-validation strategy (Section 2.2.4). We tested four regression
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Table 2. Performance of Machine learning regression.

Regression Methods FS Method #features Mean Correlation Mean Abs error Mean square error varScore

DecisionTree
PCA

7 0.59 0.14 0.035 0.17
RidgeRegressor 50 0.73 0.112 0.02 0.53
SVR 42 0.77 0.101 0.017 0.59

DecisionTree
k-best-features

48 0.62 0.133 0.032 0.24
RidgeRegressor 46 0.69 0.119 0.023 0.47
SVR 48 0.68 0.12 0.023 0.47

DecisionTreeRegressor
A 4

0.54 0.147 0.039 0.08
RidgeRegressor 0.66 0.123 0.024 0.43
SVR 0.66 0.121 0.024 0.44

DecisionTreeRegressor
B 5

0.54 0.145 0.038 0.11
RidgeRegressor 0.46 0.154 0.033 0.21
SVR 0.52 0.146 0.031 0.27

DecisionTreeRegressor
C 54

0.63 0.127 0.031 0.29
RidgeRegressor 0.55 0.141 0.03 0.3
SVR 0.56 0.141 0.029 0.32

DecisionTreeRegressor
D 215

0.65 0.128 0.031 0.29
RidgeRegressor 0.7 0.12 0.022 0.49
SVR 0.75 0.109 0.019 0.56

DecisionTreeRegressor
A+B 9

0.56 0.144 0.038 0.12
RidgeRegressor 0.68 0.121 0.121 0.47
SVR 0.69 0.119 0.023 0.47

DecisionTreeRegressor
A+B+C 63

0.65 0.125 0.029 0.32
RidgeRegressor 0.73 0.112 0.02 0.53
SVR 0.73 0.112 0.02 0.53

DecisionTreeRegressor

A+B+C+D 278

0.66 0.124 0.029 0.32
RidgeRegressor 0.8 0.097 0.016 0.64
SVR 0.78 0.1 0.016 0.61
RandomForestRegressor 0.81 0.093 0.015 0.65

Note that for lists C, D, (A+B+C) and (A+B+C+D), the number of features is smaller than referenced in Table 1, because all zero-variance features
were removed.

Fig. 3. Distribution of enrichment values.

algorithms: decision tree regression, support vector regression, ridge
regression and random forest regression. These methods are briefly

described in Section 2.2.3 and more details can be found in their original
papers. Before constructing the regression models, we tried to reduce
the number of features used during training, in an attempt to identify a
small number of most important features. First, we eliminated all zero-
variance features, i.e. features that have the same value in all samples.
Then, we applied three different strategies: dimensional reduction with
PCA (Jolliffe, 2002), feature selection with k-best features (Saeys et al.,
2007), and a manual feature selection strategy that simply groups the
features according to their characteristics (see Section 2.2.2 for feature
selection details). We applied the three feature selection techniques only
to decision tree regression, support vector regression and ridge regression,
since random forest performs its own feature selection procedure. Table 2
shows the Pearson correlation coefficients, the mean absolute errors, the
root mean square errors and the explained variance scores (see Section
2.2.4 for the definition of performance measures) for these algorithms.
When PCA was used for feature selection, support vector regression
achieved the best performance when trained on 42 principal components.
On the other hand, with k-best-feature selection method, ridge regressor
trained on 46 best features outperformed other methods. When manually
selected sets of features were used (Table 1), lists with more features
({D, A + B+C}) typically lead to better performance. Overall, the use
of PCA for feature selection produced better results than other methods.



pos_entr_57D 1.42E-02 pos_entr_10D 3.95E-03 base_16C 2.90E-04 
bp_proba_7_57D 1.42E-02 bp_proba_4_59D 3.94E-03 bp_7D 2.89E-04 
bp_proba_23_41D 1.40E-02 ddG_BOT_TOPB 3.88E-03 bp_proba_19_43D 2.78E-04 
pos_entr_22D 1.36E-02 pos_entr_16D 3.80E-03 base_23C 2.69E-04 
pos_entr_41D 1.33E-02 bp_proba_16_49D 3.73E-03 bp_proba_28_33D 2.67E-04 
pos_entr_23D 1.33E-02 bp_proba_25_37D 3.66E-03 base_34C 2.66E-04 
pos_entr_21D 1.25E-02 base_54C 3.52E-03 bp_proba_1_62D 2.66E-04 
pos_entr_32D 1.24E-02 bp_proba_24_38D 3.49E-03 bp_14D 2.64E-04 
bp_proba_24_37D 1.21E-02 bp_proba_2_62D 3.13E-03 bp_proba_10_54D 2.61E-04 
pos_entr_59D 1.18E-02 bp_proba_1_63D 3.07E-03 bp_proba_11_53D 2.61E-04 
pos_entr_31D 1.17E-02 bp_proba_24_39D 2.29E-03 bp_proba_26_37D 2.58E-04 
pos_entr_30D 1.16E-02 base_39C 2.14E-03 base_51C 2.47E-04 
pos_entr_8D 1.13E-02 bp_20D 1.62E-03 bp_8D 2.45E-04 
bp_proba_8_56D 1.12E-02 base_37C 1.61E-03 base_63C 2.42E-04 
pos_entr_58D 1.11E-02 bp_proba_18_47D 1.50E-03 bp_proba_28_35D 2.41E-04 
pos_entr_42D 1.10E-02 base_45C 1.35E-03 base_21C 2.32E-04 
pos_entr_56D 1.09E-02 bp_proba_16_47D 9.66E-04 bp_41D 2.24E-04 
pos_entr_5D 1.08E-02 bp_proba_17_45D 9.45E-04 bp_2D 2.23E-04 
bp_proba_23_40D 1.06E-02 bp_43D 9.35E-04 bp_proba_2_61D 2.12E-04 
pos_entr_60D 1.04E-02 bp_proba_14_50D 9.15E-04 bp_proba_4_61D 2.11E-04 
pos_entr_4D 1.02E-02 bp_37D 9.04E-04 bp_proba_13_50D 2.09E-04 
bp_proba_6_58D 9.88E-03 bp_proba_2_63D 8.85E-04 base_40C 2.08E-04 
bp_proba_21_42D 9.44E-03 base_20C 8.53E-04 base_28C 2.07E-04 
pos_entr_6D 9.43E-03 bp_33D 8.43E-04 bp_62D 2.06E-04 
pos_entr_39D 9.20E-03 GT_numberB 8.18E-04 base_58C 2.03E-04 
bp_proba_20_43D 9.03E-03 base_12C 7.41E-04 bp_proba_22_42D 2.01E-04 
pos_entr_43D 8.92E-03 bp_proba_17_48D 7.28E-04 base_55C 1.86E-04 
pos_entr_27D 8.83E-03 bp_proba_9_54D 7.26E-04 bp_proba_13_51D 1.85E-04 
pos_entr_18D 8.73E-03 bp_proba_11_54D 7.21E-04 base_26C 1.79E-04 
pos_entr_37D 8.69E-03 bp_29D 7.20E-04 base_41C 1.72E-04 
Boltz_diversityA 8.68E-03 bp_9D 7.00E-04 base_43C 1.72E-04 
bp_proba_22_41D 8.62E-03 bp_38D 6.93E-04 bp_21D 1.66E-04 
pos_entr_3D 8.48E-03 bp_proba_24_40D 6.51E-04 base_61C 1.64E-04 
pos_entr_61D 8.46E-03 base_30C 6.30E-04 bp_proba_5_58D 1.62E-04 
bp_proba_18_46D 8.40E-03 bp_proba_12_53D 6.16E-04 bp_57D 1.62E-04 
pos_entr_20D 8.34E-03 bp_24D 6.10E-04 bp_42D 1.59E-04 
pos_entr_34D 7.99E-03 base_32C 6.08E-04 bp_54D 1.55E-04 
pos_entr_44D 7.90E-03 base_49C 5.90E-04 bp_13D 1.55E-04 
pos_entr_35D 7.89E-03 bp_proba_14_51D 5.86E-04 base_35C 1.52E-04 
pfoldB 7.61E-03 bp_proba_15_50D 5.80E-04 bp_56D 1.43E-04 



pos_entr_28D 7.59E-03 base_24C 5.73E-04 base_22C 1.43E-04 
pos_entr_26D 7.53E-03 bp_40D 5.65E-04 bp_19D 1.42E-04 
pos_entr_45D 7.52E-03 bp_44D 5.28E-04 base_42C 1.42E-04 
bp_proba_9_55D 7.45E-03 bp_25D 5.28E-04 bp_5D 1.39E-04 
pos_entr_19D 7.44E-03 bp_proba_12_52D 5.20E-04 bp_10D 1.32E-04 
pos_entr_36D 7.41E-03 base_18C 5.17E-04 bp_6D 1.24E-04 
bp_proba_23_39D 7.39E-03 bp_proba_21_41D 5.16E-04 bp_proba_3_60D 1.24E-04 
pos_entr_33D 7.36E-03 bp_45D 5.15E-04 bp_22D 1.14E-04 
bp_proba_18_45D 7.34E-03 bp_proba_20_44D 5.02E-04 bp_proba_26_35D 9.85E-05 
pos_entr_29D 7.32E-03 base_47C 5.01E-04 bp_53D 9.67E-05 
bp_proba_17_47D 7.06E-03 bp_proba_23_38D 4.98E-04 bp_4D 9.27E-05 
bp_proba_25_38D 6.96E-03 bp_34D 4.98E-04 bp_52D 9.17E-05 
bp_proba_19_45D 6.77E-03 bp_proba_17_46D 4.97E-04 bp_3D 8.83E-05 
bp_proba_19_44D 6.74E-03 bp_55D 4.95E-04 bp_58D 7.86E-05 
pos_entr_55D 6.67E-03 base_31C 4.95E-04 bp_61D 7.34E-05 
bp_proba_26_36D 6.37E-03 base_17C 4.90E-04 bp_51D 6.89E-05 
pos_entr_9D 6.31E-03 base_13C 4.86E-04 bp_59D 6.52E-05 
bp_proba_28_34D 6.14E-03 bp_35D 4.76E-04 base_56C 6.07E-05 
MFE_freqA 6.13E-03 base_14C 4.73E-04 bp_proba_6_57D 5.50E-05 
bp_proba_18_44D 6.06E-03 base_38C 4.61E-04 base_36C 5.35E-05 
pos_entr_38D 5.97E-03 base_53C 4.50E-04 base_27C 5.19E-05 
bp_proba_5_59D 5.82E-03 bp_27D 4.47E-04 base_59C 5.18E-05 
bp_proba_7_56D 5.82E-03 bp_50D 4.31E-04 bp_proba_9_56D 4.94E-05 
bp_proba_16_48D 5.82E-03 base_44C 4.06E-04 bp_60D 4.74E-05 
bp_proba_5_60D 5.75E-03 base_46C 4.04E-04 base_57C 4.71E-05 
pos_entr_25D 5.73E-03 bp_proba_12_51D 4.03E-04 base_60C 4.63E-05 
bp_proba_27_35D 5.56E-03 base_25C 3.98E-04 bp_proba_8_55D 3.53E-05 
pos_entr_46D 5.53E-03 base_19C 3.95E-04 bp_12D 3.30E-05 
bp_proba_29_34D 5.50E-03 bp_28D 3.87E-04 bp_11D 3.15E-05 
bp_proba_15_48D 5.48E-03 bp_proba_13_52D 3.84E-04 bp_31D 2.51E-05 
pos_entr_63D 5.46E-03 bp_proba_27_36D 3.75E-04 bp_32D 2.01E-05 
pos_entr_50D 5.44E-03 bp_23D 3.72E-04 bp_30D 1.72E-05 
pos_entr_17D 5.39E-03 bp_39D 3.71E-04 bp_proba_7_58D 8.29E-06 
pos_entr_2D 5.38E-03 bp_16D 3.70E-04   
bp_proba_4_60D 5.35E-03 base_29C 3.70E-04   
bp_proba_22_40D 5.34E-03 base_15C 3.68E-04   
pos_entr_24D 5.22E-03 bp_49D 3.67E-04   
pos_entr_1D 5.19E-03 bp_36D 3.61E-04   
dG_ratio_BOT_TOPB 5.10E-03 bp_26D 3.60E-04   
bp_proba_14_49D 5.01E-03 base_33C 3.60E-04   



pos_entr_54D 4.75E-03 bp_15D 3.59E-04   
pos_entr_62D 4.66E-03 bp_47D 3.49E-04   
pos_entr_52D 4.65E-03 bp_proba_10_53D 3.41E-04   
bp_proba_29_33D 4.65E-03 bp_48D 3.39E-04   
pos_entr_49D 4.50E-03 base_62C 3.36E-04   
pos_entr_15D 4.49E-03 bp_17D 3.35E-04   
bp_proba_15_49D 4.47E-03 bp_proba_10_55D 3.33E-04   
bp_proba_8_57D 4.38E-03 base_50C 3.33E-04   
pos_entr_11D 4.35E-03 bp_46D 3.29E-04   
pos_entr_53D 4.34E-03 base_48C 3.24E-04   
bp_proba_6_59D 4.27E-03 base_52C 3.21E-04   
bp_proba_25_36D 4.25E-03 base_11C 3.19E-04   
pos_entr_51D 4.22E-03 bp_63D 3.19E-04   
pos_entr_12D 4.20E-03 bp_1D 3.14E-04   
pos_entr_47D 4.12E-03 bp_proba_11_52D 3.06E-04   
bp_proba_27_34D 4.10E-03 bp_proba_21_43D 3.03E-04   
pos_entr_13D 4.09E-03 bp_proba_3_62D 3.00E-04   
pos_entr_48D 4.08E-03 base_10C 2.99E-04   
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