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Experimental Methods

A Nikon inverted laser scanning confocal fluo-
rescent microscope (Nikon confocal microscope
A1 system, Nikon Corporation, Tokyo, Japan)
with a 10x dry objective (CFI Plan Fluor
10x/0.3, numerical aperture = 0.3, working dis-
tance = 16 mm) was used in the resonant scan-
ning mode (33 ms per image) to measure a
1.28 mm × 1.28 mm region (512 × 512 pixel2)
chosen close to the center of the electrode. A
488 nm excitation laser was chosen to excite
Fl, while the emission was collected in a 515-
550 nm wavelength window. The pinhole (29.4
µm) cuts off any out of focus light allowing to
image thin volume sections. Close to 70 mea-
surement cross sections with 20 µm distance
from each other were scanned repeatedly , re-
sulting in a total measured depth of 1.4 mm.
The scanning along z proceeded from below
the electrode surface into the solution and was
repeated at a typical rate of 2 Hz. The ac-
quisition frequency was limited by the move-
ment of the stage in the z-direction. To deter-
mine the location of the electrode surface we
measure the light reflection1 from the working
(glass slide) electrode. Figure 1 shows the mean

reflection and fluorescein intensity signals mea-
sured simultaneously, starting from below the
glass slide. The fluorescein signal does not pro-
vide clear information on the (electrode) sur-
face location, hence the reflection signal is used.
The presence of the glass slide causes two re-
flection maxima 115 µm apart, which can be
used to establish the surface positions. There-
fore, before starting each experiment, the re-
flection signal is measured (by scanning optical
sections 5 µm apart) to determine where the
surface of the electrode is located. It should
be noted that even though a simplified Point
Spread Function (PSF) has been assumed in
the following analysis, the actual PSF will likely
be more complicated due to the many differ-
ent refractive index media (air-glass-chromium-
platinum-water). While increasing the numeri-
cal aperture (NA) will increase the z-resolution2

(z-resolution ∝ 1/NA2), the choice was limited
due to significant reduction in the measured flu-
orescent intensity signal at the electrode inter-
face for high NA objectives as shown in Figure
1. This was likely due to the high refractive in-
dex contrast between the glass-metal interface,
which at the large incident angles of a high NA
objective, may cause considerable loss of trans-
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mitted light due to internal reflection.

Figure 1: Surface reflection and fluorescein in-
tensity for three different Numerical Apertures
(NA’s) and 4 different magnifications for a con-
stant pH and Fluorescein concentration solu-
tion (E-cell off). Maxima in the surface reflec-
tion corresponds to the electrode surface.

In the experiments, sections in the scanned
direction are taken by the programmed move-
ment of the optical stage (20 µm apart in the
experiments in the main text). The distances
measured (zm) in this way (from the electrode
surface), however, do not take into account dis-
tortion in the light path due to variations in the
refractive index (air vs. aqueous electrolyte).
Visser and Oud 3 give the relationship between
the actual focal distance (∆z) to stage move-
ment (∆zm) as ∆z = ∆zmn, where n is the
refractive index of the medium. To verify the
appropriateness of this correction in our case,
we consider the measured glass slide thickness
of 115 µm (∆zm). Using nglass = 1.5, the
corrected glass slide thickness then is ∆z =
115 µm × nglass = 172.5 µm, very close to the
actual value of 170 µm. We carry out a similar
correction for the refractive index of the elec-
trolyte solution (using nsol = 1.33) such that
z = nsolzm. So while the total measured depth
is zmaxm ≈ 1.4 mm, the corrected depth is zmax ≈
1.9 mm.

Any measurement of fluorescence requires
considering the path dependent attenuation of
the excitation as well as the emitted fluorescent

light. Since the numerical aperture of the ob-
jective used in our experiments is small, follow-
ing Ohser et al.,9 the dependence of the emit-
ted fluorescent light (Iem(z)) on the excitation
intensity (Iex(z)) and the concentration of fluo-
rophore (c(z)) at a point z in the solution, along
with the fluorescence efficiency (α1, pH depen-
dent in the case of Fluorescein) can be written
as:

Iem(z) = Iex(z)α1c(z) (s.1)

Since in our case, the absorbance of the fluo-
rophore is pH dependent,8 and the pH itself is
z dependent, the path dependent attenuation
of the excitation intensity can be written as:

Iex(z) = Iex0

(
e−

∫ z
0 ε1(pH(τ))c(τ)dτ

)
(s.2)

where ε1 is the pH dependent attenuation coef-
ficient of the excitation light and Iex0 is the ex-
citation intensity at z = 0. Similarly if there is
an attenuation (ε2) of the emitted light Iem(z),
the measured fluorescence intensity If (z) goes
as:

If (z) = Iem(z)
(
e−

∫ 0
z ε2(pH(τ))c(τ)(−dτ)

)
(s.3)

Since we use a constant concentration of flu-
orophore and laser settings in all our exper-
iments, combining equations (s.1), (s.2) and
(s.3):

If (z) = If0

(
e−

∫ z
0 k(pH(τ))dτ

)
(s.4)

where If0 = α1Iex0c is the unattenuated fluores-
cence intensity, and k = (ε1 + ε2)c is the overall
attenuation factor. Hence a optical path his-
tory dependent correction factor of e

∫ z
0 k(pH(τ))dτ

must be multiplied with the fluorescence inten-
sity, If (z), measured at a point to get the cor-
responding corrected value If0. It should be
noted that for higher numerical aperture objec-
tives, an attenuation correction such as shown
in Visser and Oud 10 must be used.

To determine k, we measured the fluorescence
intensity as a function of z for different constant
pH solutions (k is constant for a constant pH)
similar to that shown in Figure 2a. We expect
the fluorescence intensity at a particular pH to
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 (a) pH dependent attenuation and correction (b) Calibration curve

Trial 1

Trial 2

200 μm

If,max Increasing pH

Figure 2: (a) Left: fluorescein intensity values (average over 3 runs) obtained for different pH
shown by the red markers (pH ≈ 7.5-11.5 in steps of 1). Black line shows corresponding fit. Blue
line shows the simplified fit with the obtained attenuation coefficients. Right: Normalized intensity
(with their respective maximum) showing attenuation at high pH. Inset: the exponential coefficients
as a function of pH. The linear fit is described by: k = (1.7×pH−5.2)×10−5 µm−1. (b) Comparison
of Intensity-pH relationship of Fluorescein obtained by different authors: Unwin4,5 , Doughty6 ,
Diehl7 against two trials measured for this study. The solid line shows the sigmoidal fit in equation
(s.8), similarly scaled. The dotted red line represents the same fit adjusted to an ionic strength
corresponding to 0.5 M of a monovalent salt following Sjöback et al..8 The dashed lines have been
added for better visibility of markers.

be exponentially decaying step function (Ifc(z)
given by equation (s.4) with k = const) and its
maximum at the electrode surface, z = 0. The
actual profiles, however, are smooth close to the
electrode surface, most likely due to the point
spread function (psf in the z direction) of the
optical system. Taking the simplest assumption

of a gaussian psf i.e. G(z) = 1
σ
√

2π
e−

z2

2σ2 (with

the standard deviation σ), the resulting profiles
must then be a convolution of Ifc(z) with G(z)
, and should have the analytical form:

Ifc(z) ∗G(z) = If0e
−kze

σ2k2

2

(1− 1

2
erfc(

z

σ
√

2
− kσ√

2
)

(s.5)

where, erfc is the complementary error func-
tion. Consequently, we fit a function of the form
Ifc(z) ∗ G(z) + C, with four fitting parameters
If0, k, σ and C (where C is a parameter re-
lated to small constant unknown effects). The
resulting fit is overlaid on the original data of
constant pH solutions (average of 3 measure-
ments) in fig 2a. The fit is reasonable, however
differences in the location of their maximum in-

dicates that the psf is likely more complicated
than a gaussian function. Based on the If0 and
k and C obtained, we further plot Ifc(z) + C
which shows that the psf smoothening is im-
portant only at the electrode surface. In our
measurements, we therefore correct only for this
attenuation and not the psf smoothening. The
measurement is compromised below the loca-
tion of the intensity maximum (If,max in Figure
2a) of the profiles (≈ 100 µm) and has not been
shown in the main text. The attenuation cor-
rection factor k as a function of pH is plotted
in the inset of figure, and has been fitted with a
line. At the n-th stack from the electrode sur-
face (with a distance ∆z = 20 × 1.33 µm), the
measured fluorescein intensity then must be of
the form:

If (z) = If0e
−

∑n−1
η=0 k(pH(η))∆z + C (s.6)

The unattenuated fluorescein intensity (If,org,
which is now If,org = If0 + C) can now be cal-
culated based on the k and C and is:

If,org = (If (z)− C)e
∑n−1
η=0 k(pH(η))∆z + C (s.7)

Lastly, it should be noted that the correction
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in equation (s.7) obtained (using k and C) is
calculated at each position based on the uncor-
rected pH. However any error associated with
this is expected to be minimal.

Figure 2b compares the intensity variation of
Fluorescein emission with pH measured by the
authors to corresponding results in literature.
For our calibration, the maximum of the fluo-
rescence intensity measured along the scanned
direction (If,max in Figure 2a), for different con-
stant pH solutions is taken as the reference in-
tensity. The intensity variation with pH (as
shown in Figure 5b in the main text), obtained
so, is rescaled to the range from 0 to 1, to ren-
der the data comparable with literature results
(which were similarly rescaled where needed).
The general trend matches in all cases, how-
ever, there is significant spread especially at
the upper limit of the pH-sensitive region. The
different ionic strengths of the calibration so-
lution could be a possible reason for these dif-
ferences.8 However, this effect is small as the
red dotted line, which represents our calibra-
tion curve corrected to an ionic concentration
of a 0.5 M monovalent salt (using the equation
in Sjöback et al.;8 assuming that the parame-
ter γ in our fit behaves like an effective pKa),
in Figure 2c shows. Moreover, since the fluo-
rescence intensity at a point in the sample is
related to the the local concentration of the flu-
orophore, the laser excitation intensity, the op-
tical path history of the light, the voltage of
the photo-multiplier tube etc., the differences
could be due to a number of reasons and it is
not straightforward to compare the values of
fluorescence intensity, for different pH, across
optical setups. Rather, laser and camera set-
tings must remain constant between calibration
and experiment for a faithful conversion of in-
tensity values to pH. Even then, there are small
differences between the repeats of our calibra-
tion measurements (new pH solutions and dif-
ferent electrode) in Figure 2a and these could
be traced to presence of small contaminants on
the electrode surface. The inset of Figure 2a
shows an example of a fluorescein intensity im-
age (at pH = 10) obtained for each of the two
calibration trials done. The difference between
the repeats provides a sense of the calibration

error as similar (and to varying degrees) con-
tamination could be present in the experiments.
However, since the calibration curve is similar
in the lower limit of the pH-sensitive region, the
effect on the location of the pH shoulder is min-
imal. Still, trial 2 (having the cleaner electrode)
is used in our measurements and is shown Fig-
ure 5b in the main text. Lastly, the intensity
dependence on pH (in Figure 5b in the main
text) is fit with a function of the form

ln(If,max) = α +
β

1 + e−(pH−γ)
(s.8)

with fit parameters α (4.991±0.034), β (2.946±
0.039) and γ (5.857 ± 0.060). A robust
least-squares regression with a logistic function
weight (implemented as ’nlinfit’ in MATLAB)
is used for fitting the data. The residuals of the
regression appeared to be normally distributed
(at all points except the two measurement trip-
licates between pH 6 and 8 that are not on the
line in Figure 5b). The inverse function is there-
fore:

pHinv = − ln

(
β

ln(If,max)− α
− 1

)
+ γ. (s.9)

The prediction interval for the non-linear

95% prediction bounds

Figure 3: The inverse function based on calibra-
tion measurements presented in the main text.
At a given pH, the mean of three separate in-
tensity measurements is shown here, since the
error bars are small.

fit (based on the measured calibration data)
presented in Figure 3 is calculated based on
Guthrie et al. 11 and shows that at the higher
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ends of our pH-sensitive range, the error in mea-
surement can be close to ±1 pH unit.

All remaining fits presented here use the ’fit’
function in Matlab (R2019b).

Dye migration effects: limits to
supporting electrolyte concentra-
tion

Increasing supporting electrolyte concentration

Decreasing dye migration

10 μM Na2SO4

Time (s)

100 μM Na2SO4 1 mM Na2SO4

Figure 4: Migration effect for different support-
ing electrolyte concentrations. The emission in-
tensity (I) is normalized with the intensity pro-
file before applying the current (I0). The mea-
surement of fluorescence intensity is restricted
to z > 0.1 mm due to limitations of the optical
setup (see supporting information for details) .
The measurements were performed with a solu-
tion containing 8µM SRb. pH was adjusted to
pH 5 by addition of H2SO4. The color code re-
flects the time at which the concentrations were
measured. |i| = 5.59 µA/cm2.

Since Fl is charged in solution, an electric
field induced inhomogeneity in the dye distribu-
tion will make it difficult to decouple intensity
changes due to migration from a pH change. An
anionic12 pH insensitive dye, namely Sulforho-
damine B (Sigma Aldrich, Molecular weight:
580.65 g/mol, 8µM, henceforth SRb) was there-
fore used to indicate the presence of dye mi-
gration. Although unlike Fl, SRb has a single
negative charge in solution, due to their similar
molecular weight it still serves as a good qual-
itative indicator of dye migration. SRb is also
mildly temperature sensitive (intensity decrease
≈ 1.2% per K13), but for the current densities
considered in this work the temperature change
is estimated (even when using resistivity of pure
water) to be negligible. The measured fluores-
cent intensity for the highest current density

(5.59 µA/cm2) in this work is presented in Fig-
ure 4c. For low supporting electrolyte concen-
tration, i.e. = 10 µM, the fluorescence intensity
of the dye near the electrode surface and up to
a distance of ≈ 0.75 mm above the electrode
decreased by up to 30 %. However, this mi-
gration effect reduces significantly for increased
concentration of the supporting electrolyte, and
is almost negligible for Na2SO4 concentrations
≥ 1mM. A concentration of the supporting elec-
trolyte much greater than this is therefore used
in the experiments performed in this study.

Details of the numerical model

Time

Figure 5: Comparison of results using BTCS
and IIF numerical schemes. Note: only the H+

and OH– ions were considered for this compar-
ison. The relatively small effect of HFl– on the
pH profiles is consequently also absent.

For each ion species k, we have a related non-
dimensionalized concentration diffusion equa-
tion of the type shown in equation (1) in the
main text. Assuming that the concentration of
water is large and therefore essentially constant
during the experiment the differential equations
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simplify to:

∂c∗H+

∂t∗
=
∂2c∗H+

∂z∗2
−Da1(c∗H+ c∗OH− − 1)

−Da2

(
c∗H+ c∗Fl2− −

Kf,eq

c0
H+

(1− c∗Fl2−)

)
(s.10a)

∂c∗OH−

∂t∗
= Dr,1

∂2c∗OH−

∂z∗2

−
Da1c

0
H+

c0
OH−

(c∗H+ c∗OH− − 1)
(s.10b)

∂c∗Fl2−

∂t∗
= Dr,2

∂2c∗Fl−

∂z∗2

−
Da2c

0
H+

T

(
c∗H+ c∗Fl2− −

Kf,eq

c0
H+

(1− c∗Fl2−)

)
(s.10c)

where,

Da1 =
kf c

0
OH−L

2

DH+
, Da2 =

kf,F lTL
2

DH+
,

Dr,1 =
DOH−
DH+

, Dr,2 =
DFl2−
DH+

.

Further T is the total initial concentration of
fluorescein (cHFl− +cFl2−) which is used to non-
dimensionalize the diffusion equation for cFl2− .

All concentrations are kept constant far from
the electrode (z = L) at their respective ini-
tial values, while flux boundary conditions are
employed at the electrode surface. In partic-
ular, the consumption flux of H+ is set by the

Faradaic current density if as
∂c∗

H+

∂z∗
=

−|if |L
FDH+c0

H+
,

with F denoting the Faraday constant, while all
other fluxes are zero at z = 0. It is important
to note that if is not the applied current den-
sity i, but has been modified to take the con-
tribution of a capacitive current into account.
This is achieved by using a constant capaci-
tance similarly as done by Bonnefont et al..14

Assuming a Stern layer thickness λS = 1nm,
a permittivity 10 times the vaccum permittiv-
ity15 ε0, and that the whole potential drop oc-
curs within the Stern layer, the capacitance C
is estimated to be about C ≈ 88 µF/cm2. The
double layer capacitance of platinum (measured
in 0.1 M KClO4) was found to be in a similar
range (20 - 120 µF/cm2).16 if is then related
to the measured time-dependent potential (φ)

change by if = i−C dφ
dt

. Since the exact value of
C in our measurements is not known, results for
0 ≤ C ≤ 120 µF/cm2 have also been presented
in Figure 3c in the main text.

Table 1: Parameters and associated used
in the model

Parameter Value (units) Parameter Value (units)
DH+ 9.3× 10−9 (m2/s)5 T 8× 10−6 (M)
DOH− 4.62× 10−9 (m2/s)5 kf,F l kf
DFl2− 0.42× 10−9 (m2/s)17 Kfeq 4.36× 10−7 (M−1)7

kf 1.4× 1011 (M−1s−1)18 Area 4π × 10−4 (m2)
kb 2.6× 10−5 (s−1)18 CS = 10ε0/λs 88 (µF/cm2)14

The large reaction rate constants and the as-
sociated large Damköhler numbers (Da ' 106)
render the system of equations very stiff. To
nonetheless numerically handle them efficiently,
an implicit integrating factor formulation was
adopted.19,20

A second order central difference scheme is
used to discretize spatial gradients. The numer-
ical domain of length L is divided into N + 1
grid points such that ∆z = L

N
. We then obtain

a set of equations of the form:

∂c∗k
∂t∗

=
Dr,k

∆z2



−2 2 0 · · ·
1 −2 1 · · ·
...

...
. . .

...
0 · · · 1 −2


 c
∗
k(1)
...

c∗k(N)



+



±Jk∆z
0
...

c∗k(N + 1)




±Da× f(c∗)

(s.11)

Here c∗k = ck(m) is the (non-dimensional) spa-
tially discretized concentration (1 ≤ m ≤ N+1,
but continuous in time) of ions and Jk is the
constant flux of the ions at the electrode sur-
face. In our simulations:

c∗H+(N + 1) = 1 (s.12a)

c∗OH−(N + 1) = 1 (s.12b)

c∗Fl2−(N + 1) =
cFl2−

T
(s.12c)
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and,

JH+ =0, if |iCap| > |i|
(−|i|+|iCap|)L
FDH+c0

H+
, otherwise

(s.13a)

JOH− = 0 (s.13b)

JFl2− = 0 (s.13c)

where iCap is the time dependent capacitive cur-
rent density as described in the main text.

The above set of equations are stiff due to
large reaction rate constants (and related Da)
for the non-linear reaction terms f(c). Us-
ing an implicit scheme such as Backward-Time-
Central-Space (BTCS), would therefore require
very small time steps and consequently a large
run-time. We instead integrate in time ac-
cording to the implicit integrating factor (IIF)
scheme presented in Nie et al..19 A second order
approximation of the f(c)-term is used, while
employing the trapezoid rule to approximate
the integration of the time dependent iCap. The
set of non-linear equations are then solved at
each time step using the fsolve function in Mat-
lab (R2019b). The numerical scheme was val-
idated, first with the analytical solution of the
linear reaction-diffusion equation used in Nie
et al..19 We further compared the results of the
IIF with the BTCS scheme (for our system) for
the highest current density used in this work
(|i| = 5.59 µA/cm2). The results compare well
as shown in Figure 5, confirming the proper im-
plementation of the numerical scheme.

Repeat experiments

Figure shows the measured pH profiles in a re-
peated experiment has been provided to high-
light the reliability of the measurement method.
A comparison of the pH front with the model
results is also shown. Similar to the results pre-
sented in the main text, the experimental pro-
files are in good agreement at the two lower cur-
rent densities and deviate from the 1D diffusion
model at the two highest current densities.

Time (s)

Figure 6: Experimental repeats for all |i| pre-
sented in the main text. Left: pH profile mea-
sured. pH > 8.5 has been grayed out due to
the uncertainty in measurement described in
the main text. Right: Comparison of depletion
length, zpH=7, of experiment versus model. The
shaded region indicates the model results over
a range of capacitance 0 ≤ C ≤ 120 µF/cm2

(solid line with C = 88 µF/cm2). Open squares
show pH front after the first appearance of in-
homogeneity described in the main text.
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Sulfates comparison

To account for the buffering capacity of sulfates
(Na2SO4/H2SO4) we adjusted the model to in-
clude the following reaction couples:

H+ + SO 2−
4

kb,S−−⇀↽−−
kf,S

HSO −
4 (s.14)

Na+ + SO 2−
4

kb,Na−−−⇀↽−−−
kf,Na

NaSO −
4 (s.15)

There is an extra bulk reaction term due to
HSO –

4 ionization in the H+ equation. Further-
more, additional reaction diffusion equations
(SO 2–

4 and NaSO –
4 here) and have to be taken

into account. The initial concentrations of the
ions are estimated based on the total dissolved
Na2SO4 and pH of the solution. The dissoci-
ation constants of HSO4

21–23 and NaSO –
4

24,25

are taken from the literature (KHSO4 = 0.0103
and KNaSO4 = 0.5). Also for the forward rate
constants kf,Na = kf × 0.1 and kf,S

26 = kf × 5
are taken.

Figure 7 shows a comparison of the full pH
profiles for the 4 different current densities con-
sidered. The buffer effect at the two lower cur-
rent densities is captured well by the model,
although the profiles do not match exactly at
all times. Finally, the two highest current den-
sities have been presented here only for the sake
of completeness, as (discussed in the main text)
experiments at these values of |i| are marked
by the appearance of inhomogeneous fluores-
cein intensity in a plane and therefore do not
follow a 1D diffusion approximation.

(a) Exp  (b) Model

Time (s)

Figure 7: pH versus Depth for the case with
sulfates: Experiments versus Simulations. (a)
The experimental profiles for all |i| values. (b)
Numerical pH profiles based on values discussed
in the text.
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