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Figure : Model performance. Classification scores for selected models. Subfigures A, B and C
correspond to three different classifiers trained for sentiment, relevance and organism, respectively.
The y-axis shows the best corresponding model for a specific model type after hyperparameter
search was performed. The model types are random (pick a class at random), majority (always
pick the most frequent class), bag of words, fastText, BERT and a fine-tuned version of BERT-large
(denoted as BERT ft). The x-axis denotes the test performance scores of accuracy (green), and
macro-averaged precision (blue), recall (orange) and F1 scores (red). The fine-tuned BERT model
was the best performing model for all three classification problems irrespective of the metric used.


	
	
	
	
	
	
	
	
	

