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1. Supplementary Materials and Methods

1.1. Protein Expression and Purification 

The HNH domain of S. pyogenes Cas9 (residues 775-908) was engineered into a pET15b vector 

with an N-terminal His6-tag. Isotopically enriched HNH was expressed in Rosetta(DE3) cells in M9 

minimal medium containing MEM vitamins, MgSO4 and CaCl2. Cells were induced with 0.5 mM IPTG 

after reaching an OD600 of 0.8 – 1.0 and grown for 16 – 18 hours at 22 ºC post induction. The cells were 

harvested by centrifugation, resuspended in a buffer containing 20 mM HEPES, 500 mM KCl, and 5 mM 

imidazole at pH 8.0, and lysed by ultrasonication. HNH was purified on a Ni-NTA column and its His6-

tag was removed by incubation with TEV for 4 hours at 20 ºC as confirmed by SDS-PAGE. NMR 

samples were dialyzed into a buffer containing 20 mM HEPES, 80 mM KCl, 1 mM DTT and 7.5% (v/v) 

D2O at pH 7.4. 

1.2. X-ray Crystallography 

Following TEV cleavage, samples for crystallization were subsequently purified with a HiPrep 

16/60 Sephacryl 100 S-100 HR gel filtration column equilibrated with a buffer of 10 mM HEPES and 100 

mM KCl at pH 8.0. Crystals were obtained with sitting drop vapor diffusion at room temperature by 

mixing 48 mg/mL HNH 1:1 with the Molecular Dimensions Morpheus I Screen condition E4 (0.1 M 

mixture of [imidazole and MES] pH 6.5, 25% (v/v) mixture of [2-methyl-2,4-pentanediol, PEG1000, and 

PEG3350], and 0.3 M mixture of [diethylene glycol, triethylene glycol, tetraethylene glycol, and 

pentaethlyene glycol]). Crystals were flash frozen in liquid nitrogen and diffraction data were collected on 

a Rigaku MicroMax-003i sealed tube X-ray generator with a Saturn 944 HG CCD detector. HNH crystals 

diffracted beyond the limit of the detector. Data were processed and scaled using XDS1 and Aimless in 

the CCP4 program suite.2 The HNH domain from full-length S. pyogenes Cas9 was used for molecular 

replacement (PDB: 4UN3)3 with Phaser in the PHENIX software package.4 Iterative rounds of manual 

building in Coot5 and refinement in PHENIX yielded the final HNH domain structure. Alignment 
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coordinates of the full-length S. pyogenes Cas 9 and predicted NMR structures with the isolated HNH 

domain crystal structure yielded an RMSD of 0.549 Å and 0.479 Å, respectively.  

1.3. NMR Spectroscopy 

Amide backbone resonances of 2H, 13C, 
15N-HNH were assigned at 25 ºC on a Varian Inova 600 

MHz spectrometer with TROSY-HNCA, -HNcoCA, -HNcaCB, -HNcocaCB, -HNcaCO, and -HNCO 

experiments and deposited into the BMRB. All NMR spectra were processed with NMRPipe 6 and 

analyzed in SPARKY.7 Backbone chemical shift data was uploaded to the CS23D server for secondary 

structure calculations. 

NMR spin relaxation experiments were carried out at 600 and 850 MHz on Bruker Avance NEO 

and Avance III HD spectrometers, respectively. Carr-Purcell-Meiboom-Gill (CPMG) NMR experiments 

probing millisecond timescale motions of backbone amide groups were performed at 25 ºC. The carbon-

decoupled CPMG pulse sequence, adapted from the report of Palmer and coworkers,8 used a constant 

relaxation period of 40 ms, a 2.0 second recycle delay, and tcp points of 0.555, 0.625, 0.714,  0.833, 1.0, 

1.25, 1.5, 1.667, 2.5, 5, 10, and 20 ms.  Transverse relaxation rates (R2) were determined from peak 

intensities of each resonance at multiple tcp delays with an in-house curve-fitting script. Relaxation 

dispersion profiles were generated by plotting R2 vs. 1/tcp and exchange parameters were obtained from 

fits of these data carried out with in-house scripts and in RELAX under the R2eff, NoRex, Tollinger 

(TSMFK01), and Carver-Richards (CR72 and CR72-Full) models.9,10 Two-fields relaxation dispersion 

data were fit simultaneously and uncertainty values were obtained from replicate spectra. 

Picosecond-to-nanosecond dynamics were measured with relaxation times of 0(x2), 40, 80, 120, 

160(x2), 200, 240, 280(x2), 320, 360, and 400 ms for T1 and 4.18, 8.36(x2), 12.54, 16.72, 20.9(x2), 

25.08(x2), 29.26, 33.44, 37.62, and 41.8 ms for T2. Peak intensities were quantified in Sparky and the 

resulting decay profiles were analyzed in Mathematica with errors determined from the fitted parameters. 

Steady-state 1H-[15N] NOE were measured with a 5 second relaxation delay followed by a 3 second 

saturation (delay) for the saturated (unsaturated) experiments. All relaxation experiments were carried out 
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in a temperature-compensated interleaved manner. Model-free analysis using the Lipari-Szabo formalism 

was carried out on dual-field NMR data in RELAX with fully automated protocols.9 

1.4. Computational Structural Models 

MD simulations were performed on several model systems of the entire CRISPR-Cas9 

complex and the isolated HNH domain. MD simulations of the CRISPR-Cas9 complex were based on 

the X-ray structure of the full-length wild-type (WT) Cas9 protein, solved at 2.58 Å resolution  

(PDB code: 4UN3).3 This system comprises a total of 1368 amino acids. Missing residues in the X-ray 

structure were added via homology modeling, as in our previous papers,11,12 by using the SWISS-

MODEL software by Schwede.13 This nucleoprotein complex was used to simulate the CRISPR-Cas9 

complex as WT, and with alanine mutations. Two mutated model systems were built by substituting 

alanine at key residues forming the allosteric pathway identified in this work. The first mutant system 

substituted alanine at residues belonging to the computational pathway that also show ms dynamics via 

CPMG relaxation dispersion (G792, Q794, K797, E798, L816, Q817, N818, R820, V838, H840, I841, 

and K855; Figure 4), while the second mutant system introduces alanine mutations at all residues that 

experimentally show slow dynamics (Table S2). MD simulations of the isolated HNH domain were based 

on both the NMR model derived from the 1H-15N-HSQC data (Figure 1A, close-up view) and on the X-

ray structure of HNH solved in this work at 1.3 Å resolution (Figure 2). Both systems are composed of 

residues 775–908 and align well to the HNH domain in the X-ray structure of the WT CRISPR-Cas9 

(PDB code: 4UN3).3 Indeed, with respect to this WT structure, the NMR structure displays a Cα RMSD of 

0.688 Å, while the X-ray structure of HNH shows a Cα RMSD of 0.549 Å. Notably, the NMR and X-ray 

structures of the isolated HNH domain also align very well with respect to each other (Cα RMSD of 

0.479 Å). All model systems were embedded in explicit water, adding Na+ counter-ions to neutralize the 

total charge. A total of ~220,000 atoms and a box size of ~145 x 110 x 147 Å3 has been reached for the 

CRISPR-Cas9 complex; while ~25,000 atoms and a box size of ~72 x 62 x 60 Å3 characterize the 

isolated HNH domain from both NMR and X-ray crystallography experiments. 
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1.5. Molecular Dynamics (MD) Simulations 

The above-mentioned model systems were equilibrated through conventional MD using a well-

established protocol for protein/nucleic acid complexes,14 We employed the Amber ff12SB force field, 

which includes the ff99bsc0 corrections for DNA15 and the ff99bsc0+χOL3 corrections for RNA.16,17 

The Åqvist force field parameters have been employed for the Mg2+ ions.18 This force field 

model has been shown to properly describe the conformational dynamics of CRISPR-Cas9 during 

extensive MD simulations, performed using both classical11,12,19 and accelerated MD.20,21 It has 

also been employed to perform multi–µs continuous MD simulations,22 preserving the overall fold 

of the structure and capturing critical conformational changes. The TIP3P model was employed for 

waters.23 MD simulations were carried out using an integration time step of 2 fs. Hydrogen atoms 

were added assuming standard bond lengths and constrained to their equilibrium position with 

the SHAKE algorithm. Temperature control (300 K) was performed via Langevin dynamics,24 with a 

collision frequency γ = 1 per picosecond. Pressure control was accomplished by coupling the system to a 

Berendsen barostat,25 at a reference pressure of 1 atm and a relaxation time of 2 ps. All simulations were 

carried out as follows. First, the systems were subjected to energy minimization to relax the water 

molecules and counter ions, keeping the protein (and in the case of the Cas9 complex, also the RNA, 

DNA, and Mg2+ ions) fixed with harmonic position restraints of 300 kcal/mol · Å2. Then, the systems 

were heated from 0 - 100 K in the canonical ensemble (NVT), by running two NVT simulations of 5 ps 

each, imposing position restraints of 100 kcal/mol · Å2 on the above-mentioned elements of these 

systems. The temperature was further increased to 200 K in ~100 ps of MD in the isothermal-

isobaric ensemble (NPT), in which the restraint was reduced to 25 kcal/mol · Å2. 

Subsequently, all restraints were released and the temperature of the system was raised to 300 K in a 

single 500 ps NPT simulation. After ~1.1 ns of equilibration, ~10 ns of NPT production was carried out 

allowing the density of the system to stabilize around 1.01 g/cm-3. Finally, MD simulations were carried 

out in the NVT ensemble, collecting ~100 ns for each system (obtaining a total of ~500 ns of production 
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runs). These well-equilibrated systems have been used as the starting point for Gaussian accelerated 

MD (GaMD, details below). All simulations were performed with the GPU accelerated pmemd code of 

AMBER 16.26  

1.6. Gaussian Accelerated MD Simulations (GaMD) 

Accelerated MD (aMD) is an enhanced sampling method that adds a boost potential to 

the Potential Energy Surface (PES), effectively decreasing the energy barriers and accelerating 

transitions between low-energy states.27 The method extends the capability of MD simulations over long 

timescales, providing routine access to the millisecond dynamics.28 Indeed, by running hundreds of 

nanosecond trajectories, aMD simulations can capture motions occurring over slow timescales (µs and 

ms), and have been shown to provide excellent comparability with solution NMR experiments.29-31 

Here, we applied a novel and robust aMD method, namely a Gaussian aMD (GaMD),32 which uses 

harmonic functions to construct a boost potential that is adaptively added to the PES, enabling 

unconstrained enhanced sampling and simultaneous reweighting of the canonical ensemble. The 

method has been shown to capture long timescale events in a variety of biological systems,33-36 

including protein/nucleic acid complexes, such as CRISPR-Cas9.37-39  

Considering a system with N atoms at positions 𝑟 =	{'𝑟''&⃗, … '𝑟'''*}⃗, when the system potential 𝑉(𝑟) is 

lower than a threshold energy E, the energy surface is modified by a boost potential as: 

𝑉∗(𝑟) = 𝑉(𝑟) + Δ𝑉(𝑟),	 	𝑉(𝑟) 	< 𝐸,    [1] 

∆𝑉(𝑟) = &
5
𝑘7𝐸 − 𝑉(𝑟)9

5
,  [2] 

where k is the harmonic force constant. The two adjustable parameters E and k are automatically 

determined by applying the following three criteria. First, for any two arbitrary potential values	𝑉&(𝑟) and 

𝑉5(𝑟) found on the original energy surface, if 𝑉&(𝑟) < 	𝑉5(𝑟), ∆𝑉 should be a monotonic function that 

does not change the relative order of the biased potential values, i.e. 𝑉&∗(𝑟) < 	𝑉5∗(𝑟). Second, if	𝑉&(𝑟) <

	𝑉5(𝑟), the potential difference observed on the smoothed energy surface should be smaller than that of 
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the original, i.e.	𝑉5∗(𝑟) − 	𝑉&∗(𝑟) < 𝑉5(𝑟) − 	𝑉&(𝑟). By combining the first two criteria with Eqn [1] and 

[2], we obtain: 

𝑉:;< ≤ 𝐸	 ≤ 𝑉:>? +		1 𝑘⁄ ,							   [3] 

where 𝑉:>?	and 𝑉:;< are the system minimum and maximum potential energies. To ensure that Eqn. [4] 

is valid, 𝑘 must satisfy 𝑘 ≤ 1 𝑉:;< −	⁄ 𝑉:>?. By defining 𝑘 ≡ 	𝑘C 1 𝑉:;< −	⁄ 𝑉:>?, then 0	 < 𝑘	 ≤ 1. 

Lastly, the standard deviation of	∆𝑉 must be narrow enough to ensure accurate reweighting using 

cumulant expansion to the second order: 𝜎∆F = 𝑘7𝐸 −	𝑉;GH9𝜎F 	≤ 𝜎C, where	𝑉;GH and 𝜎F	are the average 

and standard deviation of the system potential energies,	𝜎∆F is the standard deviation of	∆𝑉 and 𝜎C as a 

user-specified upper limit (e.g., 10 𝑘BT) for accurate reweighting. When E is set to the lower bound,	𝐸 =

𝑉:>?, according to Eqn. [4], 𝑘C can be calculated as: 

𝑘C = min(1.0, 𝑘CM ) = min N1.0, OP
OQ
∙ 	 FSTUVFSWX
FSTUVFTYZ

[.						   [4] 

Alternatively, when the threshold energy E is set to its upper bound 𝐸 = 𝑉:>? +	1 𝑘⁄ , 𝑘C is: 

𝑘C = 	𝑘C" ≡ ]1 −
OP
OQ
^ ∙	FSTUVFSWX

FTYZVFSWX
,																																															   [5] 

C
"if 𝑘 	is calculated between 0 and 1. Otherwise, 𝑘C is calculated using Eqn. [4], instead of being set to 1 

directly as described in the original paper.32 GaMD yields a canonical average of an ensemble by 

reweighting each point in the configuration space on the modified potential by the strength of the 

Boltzmann factor of the bias energy, 𝑒^[𝛽Δ𝑉(𝑟d(>))] at that particular point.  

Based on extensive tests on the CRISPR-Cas9 system,37-39 the system threshold energy is 𝐸 = 

𝑉:;< for all GaMD simulations. The boost potential was applied in a dual-boost scheme, in which two 

acceleration potentials are applied simultaneously to the system: (i) the torsional terms only and (ii) 

across the entire potential. A timestep of 2 fs was used. The maximum, minimum, average, and standard 

deviation values of the system potential (𝑉:;<, 𝑉:>?, 𝑉;GH 	and	𝜎F) were obtained from an initial ~12 ns 
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NPT simulation with no boost potential. GaMD simulations were applied to the CRISPR-Cas9 complex 

and our HNH domain construct. Each GaMD simulation proceeded with a ~50 ns run, in which the boost 

potential was updated every 1.6 ns, thus reaching equilibrium. Finally, ~400 ns of GaMD simulations 

were carried in the NVT ensemble out for each system in two replicas. Considering that we have 

simulated three model systems of CRISPR-Cas9 (one system as WT and two systems including alanine 

mutations, as described above) and two model systems of the isolated HNH domain (as derived from 

NMR and X-ray crystallography), a total of ~2.4 µs of GaMD for the CRISPR-Cas9 complex and ~1.6 µs 

of GaMD for the isolated HNH domain were completed. The choice of a simulation length of ~400 ns 

(for each replica) has been shown to exhaustively explore the conformational space of the CRISPR-Cas9 

system.37,38 All simulations have been performed with GPU accelerated pmemd code of AMBER 16.26  

1.7. Determination of the Allosteric Pathways across the HNH domain 

The allosteric pathway for information transfer within the HNH domain in the full-length Cas9 

has been investigated by employing a computational protocol that harnesses correlation analysis and 

graph theory, and is composed of three stages.40-43 First, the generalized correlations (GCij), which capture 

both linear and non-linear correlations between pairs of residues i and j, are computed and used as a 

metrics to define the optimization problem.44 In this correlation analysis, two variables (xi,xj) can be 

considered correlated when their joint probability distribution, 𝑝7𝑥>, 	𝑥f9, is smaller than the product of 

their marginal distributions,	𝑝(𝑥>) ∙ 𝑝7𝑥f9. The mutual information (𝑀𝐼) is a measure of the degree of 

correlation between 𝑥>	and 𝑥f	defined as function of 𝑝7𝑥>, 	𝑥f9 and 𝑝(𝑥>) ∙ 𝑝7𝑥f9 according to: 

𝑀𝐼	i𝑥>, 	𝑥fj = 	∬𝑝7𝑥>, 	𝑥f9 𝑙𝑛
n7<W,	<o9
n(<W)∙n7<o9

𝑑𝑥>𝑑𝑥f   [6] 

Notably, MI is closely related to the definition of the Shannon entropy, 𝐻[𝑥], i.e., the expectation 

value of a random variable 𝑥, having a probability distribution 𝑝(𝑥>) 

𝐻[𝑥] = 	∫ 𝑝(𝑥) 𝑙𝑛 𝑝(𝑥)𝑑𝑥																																																									[7]
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and it can be thus computed as: 

𝑀𝐼	i𝑥>, 	𝑥fj = 	𝐻	[𝑥>] + 	𝐻	i𝑥fj − 	𝐻	i𝑥>, 𝑥fj	  [8] 

where 𝐻	[𝑥>] and 𝐻	i𝑥fj are the marginal Shannon entropies, and 𝐻	i𝑥>, 𝑥fj	is the joint entropy. 

Since 𝑀𝐼 varies from 0 to + ∞, normalized generalized correlation coefficients (GCij), ranging from 0 

(independent variables) to 1 (fully correlated variables), are defined as: 

𝐺𝐶>f 	i𝑥>, 	𝑥fj = 	u1 −	𝑒V
vwxyUW,	Uoz

{ |
V}v

  [9] 

where d=3 is the dimensionality of xi and xj. GCij have been computed using a code developed 

within our group, utilizing the 𝑀𝐼 defined by Lange.44 In a second phase, the GCij are used as a metric to 

build a dynamical network model of the protein.42 In this model, the protein amino acids residues 

constitute the nodes of the dynamical network graph, connected by edges (residue pair connection). Edge 

lengths, i.e., the inter-node distances in the graph, are defined using the GCij coefficients according to:  

𝑤>f = 	− log𝐺𝐶>f [10] 

In the present work, two nodes have been considered connected if any heavy atom of the two residues is 

within 5 Å of each other (i.e., distance cutoff) for at least the 70 % of the simulation time (i.e., frame 

cutoff). This leads to the definition of a set of elements 𝑤>f  of the graph. In the third phase of the protocol, 

the optimal pathways for the information transfer between two nodes (i.e., two amino acids) are defined 

using the Dijkstra algorithm,45 which finds the roads, composed by inter-node connections, that minimize 

the total distance (and therefore maximize the correlation) between amino acids. Briefly, the Dijkstra 

algorithm defines a starting and a destination point, and its goal is to optimize iteratively a path from the 

former to the latter. In each iteration, the closest unvisited node is designated as the current node. From 

this current node, the distances to the remaining unvisited nodes are updated by determining the sum of 

the distance between the unvisited node and the value of the current node, if this value is less than the 
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unvisited intersection’s current value, the distance is updated. This process continues until the destination 

is visited. In the present study, this protocol was applied on the trajectories of the full-length Cas9 

simulated for ~400 ns of GaMD simulations and averaged over two replicas. The Dijkstra algorithm was 

applied between the amino acids 789/794 and 841/858, which belong to HNH and are located at the 

interface with RuvC and REC2, respectively. As a result, the routes that maximize the correlation 

between amino acids 789/794 and 841/858 are identified, providing residue–to–residue pathways that 

optimize the correlations (i.e., the momentum transport). Noteworthy, the momentum transmission 

between amino acids may not happen exclusively through the optimal path. Indeed, several alternative or 

sub-optimal paths may also contribute to the communication between distant sites. Therefore, together 

with the optimal motion transmission pathway the following 10 sub-optimal information channels where 

computed. Fig. 4B shows the 10 sub-optimal paths merged together in one, representing the most likely 

channel for motion transmission spanning HNH from the interface with RuvC to REC2. Residues 

belonging to the 10 sub-optimal pathways are G792*, Q794*, K797*, E798*, Y812, L813, Y814, L816*, 

Q817*, N818*, G819, R820*, D825, I830, V838*, D839, H840*, I841*, V842, P843†, Q844†, N854, 

K855*, V856, L857, T858, R859†, S860†, D861†,K862†; where the asterisk indicates the residues 

characterized by slow dynamics (experimentally characterized via CPMG relaxation dispersion and R1R2 

(+1.5σ) measurements, Tables S1-S2), and the dagger indicates residues unassigned by NMR.

 1.8. Principal Component Analysis (PCA) 

PCA has been employed to capture the essential motions of the simulated systems. In PCA, the 

covariance matrix of the protein Cα atoms is calculated and diagonalized to obtain a new set of 

coordinates (eigenvectors) to describe the system motions. Each eigenvector – also called Principal 

Component (PC) – is associated with an eigenvalue, which denotes how much each eigenvector is 

representative of the system dynamics. By projecting the displacements vectors of each atom along the 

trajectory onto the eigenvectors (i.e., by taking the dot product between the two vectors at each frame), 

the PC can be obtained. By sorting the eigenvectors according to their eigenvalues, the first 

Principal Component (PC1) corresponds to the system’s largest amplitude motion, and the dynamics of
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the system along PC1 is usually referred as “essential dynamics”.46 In this work, each structure 

arising from the GaMD trajectories has been projected into the collective coordinate space defined 

by the first two eigenvectors (PC1 and PC2), such allowing the characterization the conformational 

space sampled by the isolated HNH construct and by the HNH embedded in the full-length Cas9 

(Fig. S5).  For consistency, each simulated system has been superposed onto the same reference 

structure (i.e., considering as a reference the HNH domain) and aligned, such allowing the 

projection into the same collective coordinate space. The Normal Mode Wizard plugin47 of the Visual 

Molecular Dynamics (VMD) software48 was used to visualize the essential dynamics along the principal 

eigenvectors and to draw the arrows highlighting their direction (Fig. S4). 

1.9. NMR Chemical Shift Predictions 

The structural ensemble derived from GaMD simulations was used to predict the 1H15N HSQC 

NMR spectrum of HNH, through the SHIFTX2 code,49 which employs ensemble machine learning 

combined with a mixed-sequence, structure-based method. Its algorithm has been trained and tested with 

high-resolution X-ray structures (< 2.1 Å) with verified chemical shifts assignments. Building on the 

protein dataset, different machine learning techniques are applied to construct a multiple-regression 

model that predicts protein chemical shifts from coordinate data. SHIFTX2 combines two ensemble 

machine learning alghoritms: Bagging and Boosting. Bagging algorithm trains ‘‘base learners’’ (i.e. the 

individual learning algorithms of the ensemble) from a random sample of the original dataset and then 

averages the predictions of all the individual base learners. In contrast, Boosting algorithm trains 

subsequent base learners on mistakes of the previous base learner. SHIFTX2 further implements a feature 

selection alghorithm to select the optimal set of features (e.g., χ2 and χ3 angles, solvent accessibility, H-

bond geometry, pH, temperature). The estimated correlation coefficients between experiments and 

predicted backbone chemical shifts are 0.9800 (15N), 0.9959 (13Ca), 0.9992 (13Cb), 0.9676 (13C¢), 0.9714 

(1HN), 0.9744 (1Ha) and RMS errors of 1.1169, 0.4412, 0.5163, 0.5330, 0.1711, and 0.1231 ppm, 

respectively. In this work, the prediction of the 1H15N HSQC NMR spectrum of the HNH domain has 
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been performed on the configurations obtained from GaMD simulations of the X-ray structure of the 

CRISPR-Cas9 complex and the HNH domain structure derived from NMR experiments and presented as 

ensemble averaged chemical shifts. The prediction of the chemical shifts through the SHIFTX2 code was 

performed over the structural ensemble derived from GaMD simulations, as reported in Figure 5 of the 

main text, and in Figure S12. To understand how the computed chemical shifts can be affected by the 

changes in the trajectories, we also computed the carbon chemical shifts over a set of static models, 

derived from the trajectories upon cluster analysis. For the aggregated trajectories of both isolated HNH 

and full-length Cas9, we first performed cluster analysis using the method described by Daura et al. in 

which for each point (i.e., MD frame)50, the algorithm calculates the number of other frames for which the 

RMSD is lower than a given cutoff (which has been set to of 2.5 Å, accordingly to our previous study on 

CRISPR-Cas9 dynamics).11 Then, the carbon chemical shifts were computed for each system over the 10 

most populated clusters, which account for ~90 % of the overall population. Results from this analysis are 

reported in Figure S11, showing no significant difference in the computed carbon chemical shifts among 

the three structures. We note a slightly broader range of standard deviations for the backbone carbon 

chemical shifts, suggesting that these particular chemical shifts are slightly more sensitive to changes in 

the trajectories. It is worth noting, however, that both the SHIFTX and the experimentally measured 

chemical shifts are sensitive to the phi-psi angles of the backbone, while being relatively insensitive to the 

sidechain conformational changes. A comparison between the NMR chemical shifts computed over the 

ensemble of structures derived from cluster analysis and the experimental data is also reported in Figure 

S12.  
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2. Supplementary Figures

Fig. S1. Circular dichroism spectra of HNH collected at 20 °C (black, a-helical 
structure), 80 °C (red), and following cooling of denatured HNH back to 20 °C (blue). The blue 
spectrum highlights ~90% reversibility of the HNH unfolding transition. Temperature-dependent 
measurement of the WT (full-length) Cas9 and HNH CD spectra results in well-defined 
unfolding transitions, shown by monitoring the spectrum at 218 nm. The steep and abrupt 
unfolding transition of full-length Cas9 is indicative of a two-state (cooperative) process that is 
dictated by the thermal properties of its least stable domain. HNH, by contrast, is a very 
thermostable portion of the Cas9 structure in isolation. 
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Fig. S2. Effect of temperature on the 1H15N HSQC NMR spectrum of Cas9. Identical 
experiments carried out at 21 (blue), 25 (green), 30 (yellow), 35 (orange), and 40 (red) °C show 
several resonances that respond strongly to temperature. The corresponding residues are 
highlighted on the HNH structure in red, and indicate likely sites of conformational flexibility. 
Several resonances are also only visible at specific temperatures within this gradient, 
complicating assignment of resonances in a small number of instances. 
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Fig. S3. R1, R2, and 1H-15N NOE values for HNH measured by NMR at 600 MHz (left 
panels) and 850 MHz (right panels). Residues with parameters outside of ±1.5s of the 10% 
trimmed mean (red lines) are plotted onto the HNH structures in Fig. 3 of the main text. 
Unassigned resonances are included as arbitrarily numbered spin systems in the green 
highlighted portion of the plot (residue ‘150’ onward). Eight additional sites of flexibility (five 
µs–ms, three ps–ns) are observed in unassigned residues based on R1R2 products (related to Fig. 
3 of the main text). 
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Fig. S4. The apparent bimodal distribution of kex values determined from CPMG 
relaxation dispersion is plotted in a residue-specific manner on the HNH structure. Residues with 
1000 £ kex £ 2000 s-1 are shown in yellow, while those with 2000 £ kex £ 3000 s-1 are shown in 
red. Bin sizing for data cutoffs was determined with a protocol described by Scott in Biometrika, 
1979, 66, 605. 
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Fig. S5. Optimal pathways across the HNH domain computed from MD simulations of 
the CRISPR-Cas9 complex upon alanine mutation of key residues. Two systems were 
considered, namely alanine mutation of (A) residues in the WT system belonging to the 
computational pathway that also show ms dynamics through CPMG relaxation dispersion (G792, 
Q794, K797, E798, L816, Q817, N818, R820, V838, H840, I841, and K855, Figure 4 in the 
main text), and (B) all residues that experimentally show ms dynamics (Table S2). The 
communication pathways were computed between amino acids 789/794 and 841/858, over 
two simulation replicas of ~400 ns for each system, analogously to the WT CRISPR-Cas9 
complex (Figure 4), enabling proper comparison. Solid red spheres represent the new 
pathway and the transparent orange spheres represent the original pathway (Figure 4). As a 
result, in both systems, the communication pathway is disrupted, loosening the communication 
in the core of HNH. 



S19 

Fig. S6. “Functional motions” derived from the first principal component (PC1) of the 
HNH domain within the full-length Cas9 (A) and in the isolated NMR construct (B), 
shown using arrows of sizes proportional to the amplitude of motions. The motions of the 
residues that display slow dynamics in solution NMR experiments (i.e., from CPMG 
relaxation dispersion) are shown using red arrows, whereas the motions of the remaining 
residues are depicted using yellow arrows. The CRISPR-Cas9 complex is shown in 
molecular surface, with the HNH (green), RuvC (blue) and REC2 domains as cartoons. 
Notably, the residues of HNH that experimentally display ms dynamics are characterized by 
short amplitude motions (red arrows) in both the isolated form of HNH and when embedded 
in the full-length Cas9. In the isolated HNH domain, larger amplitude motions are detected for 
the terminal residues, due to the lack of the protein stabilization. Apart this difference, a 
remarkable similarity is observed in the amplitude of PC1 when HNH is embedded in the 
full-length Cas9 and in its isolated form.  
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Fig. S7. Principal Component Analysis (PCA) scatter plots. Scatter plots (PC1 vs. PC2) 
representing the projections of the Cα displacements along the trajectory onto the first principal 
eigenvector, PC1 (x-axis), vs. the projections onto the second principal eigenvector, PC2 (y-
axis), as derived from two GaMD replicas of the isolated HNH domain structure derived from 
NMR (A) and X-ray crystallography (B), and the HNH domain within full-length Cas9 (C). The 
PCA scatter plots reveal that the isolated HNH explores a wider conformational space, while 
within the full-length complex, the conformational space explored by HNH results restricted due 
to the stabilization exerted by the protein/nucleic acid complex.   
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 Fig. S8. Comparisons of the Root-Mean-Square Fluctuations (RMSF) of individual Cα 
atoms of the HNH domain, computed from GaMD simulations of full-length Cas9, versus the 
isolated HNH domain. RMSF values in full-length Cas9 (black lines) are compared to the NMR 
structure of HNH derived from the 1H-15N HSQC data (blue lines) and to the X-ray structure of 
HNH (red lines). Data are reported for two simulation replicas, for each system. Remarkable 
similarity between the RMSFs of the NMR construct and X-ray structure is observed, arising 
from the similarity of the two starting structures (RMSD ~0.479 Å). Regions of the sequence 
characterized by slow dynamics (as experimentally identified via CPMG relaxation dispersion 
and R1R2 (+1.5σ)) are indicated using black vertical bars. In both the isolated HNH and in full-
length Cas9, the residues displaying ms dynamics are characterized by low fluctuations in the 
simulations. The magnitude of the fluctuations in certain highly flexible regions is higher in the 
isolated HNH. This is expected, given the lack of stabilization arising from the absence of the 
protein/nucleic acid complex. High fluctuations in the isolated HNH are detected at the terminal 
regions, due to the truncation of the protein, and at the level of residues 840–848. These are 
flexible loops that in the full-length Cas9 get stabilized by the interaction with the RuvC domain 
and with the DNA non-target strand, resulting in lower RMSF values. Notably, previous studies 
employed MD to investigate the stability of the Cas9 protein upon removal of the nucleic acids.11 
The study revealed an increased flexibility of the flexible loops of HNH adjacent to the RuvC 
domain, also observed here. 
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Fig. S9. Representative conformational ensemble accessed during GaMD simulations of 
the isolated HNH domain as derived from NMR (A) and X-ray crystallography (B), and the 
HNH domain within full-length Cas9 (C). For all systems, 100 structures equally distributed 
from the GaMD trajectories are superposed. The top panels show the HNH domain color-coded 
accordingly to the secondary structure. In the lower panels, the regions of the sequence 
characterized by slow dynamics (as experimentally identified via CPMG relaxation dispersion 
and R1R2 (+1.5σ)) are shown in black. The top and bottom panels report the conformational 
ensemble for two independent GaMD replicas.  
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Fig. S10. (A) Experimental and simulated 15N and 1H NMR chemical shifts of the HNH 
domain, plotted as normalized histograms. The upper panels compare the experimental (black 
line) and the simulated HNH (light blue) isolated domains. The lower panels compare the 
simulated HNH domain under two conditions: inside the Cas9 complex (purple) and in isolation 
(light blue). All simulated spectra were computed as described in Methods utilizing GaMD 
trajectories. (B) Simulated 15N and 1H NMR chemical shifts of HNH plotted as 
normalized histograms, computed over two GaMD replicas (rep. #1 and # 2, shown in 
yellow and green, respectively) of isolated HNH (upper panel) and inside full-length Cas9 
(lower panel). 
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Fig. S11. Simulated chemical shifts of 13Cα, (top graphs) 13Cβ (central graphs) and 13Co 
(bottom graphs), plotted for each residue of the HNH domain in its isolated form (left panel) and 
within the full-length CRISPR-Cas9 system (right panel). Simulated chemical shifts were 
calculated using SHIFTX2 from an ensemble of structures extracted from MD simulations upon 
cluster analysis. Specifically, for each system the carbon chemical shifts were computed over the 
10 most populated clusters, which account for ~90 % of the overall population (details are 
reported in the Methods section). Error bars represent the standard deviation of chemical shifts 
based on the ensemble of structures from the MD trajectories. 
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 Fig. S12. Experimental and simulated NMR chemical shifts of 13Cα, (top) 13Cβ (center) 
and 13Co (bottom) of the HNH domain, plotted for each residue. Experimental values from NMR 
triple resonance experiments are plotted in green circles. Simulated chemical shifts were 
calculated using SHIFTX2 from an ensemble of structures extracted from MD simulations of 
both the full length Cas9 (black) and isolated HNH domain (blue). For both systems, the 
simulated chemical shifts were computed upon cluster analysis of the MD trajectories, over the 
10 most populated clusters, which account for ~90 % of the overall population (details are 
reported in the Methods section). Error bars represent the standard deviation of chemical shifts 
based on the ensemble of structures from the MD trajectories. 
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3. Supplementary Tables 

 Table S1. R1R2 values for the residues in HNH that follow above 1.5σ of the mean (R1R2 

+ 1.5s) and below 1.5σ of the mean (R1R2 – 1.5 s).  

R1R2 + 1.5s R1R2 – 1.5 s 
788 779 
789 780 
791 795 
794 797 
818 799 
819 805 
822 821 
823 838 
824 875 
839 881 
840 899 
841 906 
850 Several Unassigned 
852  
855  
858  
873  
876  
880  
899  
905  
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 Table S2. Conformational exchange parameters determined from CPMG 1H-15N 

relaxation dispersion analysis of HNH.  

Residue R2 (s-1) kex (s-1) papbΔωN (s-1) 
 N-H 782 11.3 ± 0.09 2976 ± 679 6.32 ± 1.70 
 N-H 783 11.9 ± 0.18 2014 ± 203 13.1 ± 4.33 
 N-H 784 12.4 ± 0.33 1983 ± 718 7.64 ± 2.80 
 N-H 785 12.2 ± 0.07 980 ± 96 4.28 ± 0.54 
 N-H 786 11.8 ± 0.15 1542 ± 336 33.4 ± 7.62 
 N-H 788 14.4 ± 0.30 1322 ± 306 7.25 ± 3.04 
 N-H 789 12.5 ± 0.16 1106 ± 154 4.61 ± 1.83 
 N-H 792 11.7 ± 0.10  1463 ±134 36.1 ± 6.80 
 N-H 794 11.7 ± 0.26 1083 ± 89 1.40 ± 0.32 
 N-H 795 13.0 ± 0.33 1719 ± 232 2.99 ± 0.68 
 N-H 796 12.5 ± 0.28 2100 ± 201 1.83 ± 0.51 
 N-H 797 12.1 ± 0.27 2242 ± 403 54.2 ± 4.59 
 N-H 798 11.7 ± 0.05 1142 ± 293 1.65 ± 0.40 
 N-H 815 11.3 ± 0.43 2596 ± 681 25.4 ± 2.49 
 N-H 816 11.9 ± 0.12 1732 ± 398 28.7 ± 3.91 
 N-H 817 11.8 ± 0.08 1811 ± 322 4.71 ± 2.40 
 N-H 818 12.5 ± 0.11 1784 ± 950 3.88 ± 1.59 
 N-H 820 14.6 ± 0.37 2133 ± 422 2.11 ± 0.78 
 N-H 827 12.3 ± 0.07 2563 ± 879 6.17 ± 1.42 
 N-H 828 13.8 ± 0.36 1096 ± 179 9.19 ± 2.86 
 N-H 829 16.2 ± 0.19 1692 ± 210 12.8 ± 2.37 
 N-H 840 21.6 ± 0.47 1598 ± 334 31.8 ± 4.20 
 N-H 841 17.7 ± 0.21 1761 ± 593 18.1 ± 4.54 
 N-H 851 12.5 ± 0.28 2150 ± 617 5.55 ± 0.39 
 N-H 853 11.5 ± 0.21 1274 ± 202 11.6 ± 0.97 
 N-H 855 12.8 ± 0.08 1159 ± 450 50.1 ± 4.21 
 N-H 873 20.2 ± 0.34 2721 ± 846 8.74 ± 0.68 
 N-H 900 13.5 ± 0.21 1462 ± 510 23.3 ± 2.24 
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