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S1. Further computational details

S1.1. Classical molecular dynamics sampling

In order to sample the Franck-Condon region in the electronic ground state classical molec-

ular dynamics simulations of solvated (dA)20 in a water box (truncated octahedral extended

to 10 Å from the solute atoms) were performed. The single strand was neutralized with Na+

ions, yielding a total number of 46924 atoms, 639 atoms composing the DNA strand, 19

Na+ atoms and 15422 water molecules. The Coulomb interactions were computed with the

particle mesh Ewald (PME) method and the direct space cutoff in the PME method was set

to 10 Å. All classical molecular dynamics were performed with Amber14,S1 using the ff14SB

set of parametersS2 to describe the DNA and the TIP3P modelS3 for the water molecules

and the Amber ff99 parameters for the sodium ions. The system was first minimized using

the steepest descent method for 10000 steps, followed by 10000 steps using the conjugate

gradient method. Subsequently, it was heated to 300 K at constant volume for 200 ps, em-

ploying a Langevin thermostat with a collision frequency of 1 ps−1, with a time step of 2 fs.

For the first 100 ps the atoms of the DNA strand were constrained with a force constant of

40 kcal/(molÅ2), which was removed for the last 100 ps. Afterwards, it was equilibrated for

600 ps where the restraints applied during the heating were gradually removed and for the

last 200 ps it was changed to the isothermal-isobaric ensemble. The time step was reduced

from 2 fs to 0.5 fs to have a better resolution of the vibrational motion of the strand and to

use the same time step as in the subsequent surface hopping simulations, which require the

use of small time steps due to the excess of energy in the vibrational degrees of freedom. The

Berendsen barostat with a pressure relaxtion time of 5 ps and a reference pressure of 1 bar

was used. Then, a production run of 60 ns was evolved in the isothermal-isobaric ensemble,

using identical settings as described above. From the last 35 ns of the dynamics an ensemble

of 100 equidistant snapshots was selected for the static calculations, and an ensemble of 300

snapshots to sample initial conditions for the dynamics.
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S1.2. Absorption spectra

For each snapshot from the molecular dynamics simulations, electronic excitations were

computed employing an electrostatic embedding quantum mechanics/molecular mechanics

(QM/MM) scheme. Two different sized QM regions were used: six or four adenines from the

middle of the (dA)20 strand. Depending on the size of the QM region, the lowest 30 (six QM

adenines) or 20 (four QM adenines) singlet states were computed. The atoms in the QM

region are described by time-dependent density functional theory (TDDFT) employing the

CAM-B3LYP functionalS4 and the Ahlrichs def2-SV(P) basis set.S5 The quantum mechanical

computations were carried out with the ORCA program package.S6 Due to the large system

size, the resolution of the identity approximation, implemented as RIJ-COSXS7,S8 in ORCA,

was used in combination with the def2/j auxiliary basis set. The influence of the MM region

was simulated by inclusion of point charges obtained using the same force fields as in the

classical MD sampling with the molecular mechanics program TinkerS9 and bonds between

the QM and MM region were treated according to the hydrogen link atom approach.S10 The

point charge of the MM atom involved in the bond is redistributed to all neighboring MM

atoms and set to zero on the bonded MM atom. In the analysis, all excited states that were

mainly localized on either of the edge nucleobases was excluded as the proximity of the MM

region is assumed to hinder an accurate description of said states. As observed in previous

work,S11 taking into account the edge nucleobases in the analysis, increases the contribution

of monomer-like states while decreases the contribution of delocalized states. This is an

artifact of the fact that nucleobases at the end of the QM region cannot be delocalized

towards the MM nucleobases and thus, their delocalization length is underestimated. Indeed,

this artificial increase of monomer-like states, is also observed in our calculations for QM

sizes four and six, if the contributions of edge nucleobases are included. The comparison

of the spectra shown in Figure S1 with the spectra without edge nucleobases in the main

text (Figure 2) confirms thta monomer-like contributions are increased, so they should be

considered an upper value. The contributions of other states, exciton, excimer and charge
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transfer states, are unaffected.

Figure S1: Absorption spectra of (dA)20 with 4 (left plot) and 6 (right plot) adenines included
in the QM region, including all contributions also those mainly localized on the nucleobases
on the edge of the QM region.

The computed absorption spectrum is blue-shifted by 0.7 eV with respect to the ex-

perimental spectrum. As already shown,S11 increasing the size of the basis set improves

the agreement with the experimental spectrum. Figure S2a shows the absorption spectrum

using a QM region including four adenines, obtained employing the def2-TZVP basis set.

The spectrum is shifted to lower energies by about 0.25 eV, however the composition of the

spectrum with respect to the different types of excited states does not change significantly.

As this investigation focuses on the characterization of the excited states, we consider that

the smaller basis set provides a sufficiently accurate description to be used throughout the

dynamics and avoids a substantial increase in computational cost.

In TDDFT, a very commonly applied approximation is the so-called Tamm-Dancoff Ap-

proximation,S12 that reduces the perturbation density matrix by neglecting de-excitations

in the Casida formulation.S13 While this approximation usually does not significantly alter

TDDFT results, for our case the composition of the absorption spectrum changes signifi-

cantly, as shown in Figure S2b. The contribution of excimer states increases, contributing

almost 50 % of the absorption spectrum, while the amount of excitonic states decreases.
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Hence, it can be assumed, that the charge transfer character of the excitations is largely

overestimated when applying the Tamm-Dancoff approximation and thus, it was not used

for the excited-state dynamics.

Figure S2: Absorption spectra of (dA)20 with 4 adenines included in the QM region, em-
ploying the larger def2-TZVP basis set (a) and employing the Tamm-Dancoff Approximation
(b).

S1.3. Nonadiabatic Excited state dynamics

For the nonadiabatic excited state dynamics, a QM region including four nucleobases was

employed. 100 initial conditions were sampled from an absorption spectrum, computed from

300 initial conditions (equidistant snapshots from the last 35 ns of the classical molecular

dynamics production run) within an excitation window between 5.29 and 5.41 eV. Since the

computed absorption spectrum is blue shifted by 0.7 eV with respect to the experimental

spectrum, this excitation window corresponds to the photoexcitation at 4.65 eV in the differ-

ent time-resolved experiments.S14–S16 The system is schematically shown in Fig. S3, the QM

region including four adenines is located in the center of the single strand and highlighted

in palatinate.

The electronic structure quantities were computed at the CAM-B3LYP/def2-SV(P) level

of theory, as specified above for the static calculations. For the dynamics, only the lowest ten
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Figure S3: Illustrative representation of solvated (dA)20, the four adenines forming the QM
region are highlighted in palatinate, the MM region includes the water molecules (blue), the
backbone and eight adenines on each side of the QM region (green).

excited states were computed because higher states do not significantly impact the dynam-

ical behavior but have a dramatic impact in the computational cost. The trajectories are

initialized in the lowest 8 singlet excited states according to their corresponding oscillator

strength (10 in S1, 21 in S2, 22 in S3, 13 in S4, 20 in S5, 9 in S6, 4 in S7, 1 in S8) and are prop-

agated according to the surface hopping approach according to the molecular dynamics suite

SHARC 2.1.S17,S18 The dynamics are simulated for 400 fs with a time step of 0.5 fs for the

nuclear dynamics and 0.02 fs for the electronic wavefunction. The electronic wavefunction is

propagated in the local diabatization approachS19 using wavefunction overlaps to estimate

nonadiabatic couplings; the overlaps are computed from truncated wavefunction that use

99 % of the wavefunction norm.S20 During the hops the full velocity vector of the QM region

without the hydrogen link atoms is rescaled. The decoherence is corrected according to a en-

ergy based scheme,S21 where instead of the full kinetic energy of the system, only the kinetic

energy of the QM region is taken into account. The decoherence parameter was set to 0.1

Hartree. We note, that the original implementation in SHARC was used where the ampli-

tudes of the non-running states are damped,S21 instead of the surface hopping populations

(modulus squared of the amplitudes).S22 Hence, in the employed algorithm, the decoherence

time is effectively half with respect to the model.
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S1.4. Characterization of the electronic excited states

All excited states were characterized with respect to the charge transfer character and av-

erage delocalization length of their excitations, classified according to the rules explained

below. The values for these properties were obtained using the TheoDORE wavefunction

analysis package.S23,S24 To this end, the charge transfer numbers are computed from a two-

dimensional population analysis of the transition density matrix, that divide each excitation

into the contributions from excitations from orbitals on fragment A to orbitals on fragment

B:

ΩAB =
1

2

∑
µ∈A

∑
ν∈B

((S1/2DS1/2)µν)
2 (1)

where D and S are the transition density and overlap matrices, respectively. From these

charge transfer numbers, a descriptor for the charge transfer character (CT) can be obtained

by normalized summation over the off-diagonal elements:

CT = Ω−1
∑

A,B 6=A

ΩAB (2)

Additionally, the averaged delocalization length (DLav) is computed as the arithmetic average

between the hole and electron participation ratios (PRh, PRe), defined as:

PRh =
Ω2∑

B(
∑

A ΩAB)2
and PRe =

Ω2∑
A(
∑

B ΩAB)2
(3)

The adenines included in the QM region are each defined as a separate fragment in the

wavefunction analysis. The two descriptors above, CT and DLav, are sufficient to distinguish

four types of excited states formed in stacked DNA bases: exciton, monomer-like excitation,

excimer and charge transfer states. These states are schematically shown in Figure 2 of

the main text. Excitonic and monomer-like states are both characterized by very low CT,

hence a threshold of 0.2 was used to define them. Excitons are delocalized over more than

one nucleobase, hence every excitation with low CT where more than a quarter of the total
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density is delocalized (DLav > 1.25) are attributed to excitons. Charge transfer states are

dominated by excitations between different fragments and only show minor contributions

of local excitations. Hence, all excitations with high CT (>0.8) are classified as charge

transfer states. Although in the strict sense, they would have DLav of close to 1.0, there was

no restriction formally applied, as only very few states with significantly higher DLav were

observed. The fourth excited state considered in the analysis are so-called excimer states.

They show a combination of both, local as well as charge transfer excitations. While they

are often observed as an intermediate between monomer or exciton states to charge transfer

states, the situation when both hole and electron are delocalized over the same two fragments

and both charge transfer and local excitations are similarly contributing can also be a more

stabilized state. All states with a CT between 0.2 and 0.8 were classified as excimers, if their

DLav was larger than 1.25 (which has been fulfilled in all occurring cases).

The characterization of these different states was used in the static calculations as well as

during the dynamics. The computed absorption spectra were decomposed into the contribu-

tions of the respecting states to allow comparison of the respective initialization conditions.

During the surface hopping dynamics, the running states of the trajectories are classified ac-

cording to this scheme and the populations were analyzed with respect to those diabatic-like

states instead of the widely used adiabatic picture. This allowed for an estimation of the

nature of the long lived states formed.

S2. Decay to the electronic ground state

In total five trajectories were observed where the energy gap between the S0 and S1 state falls

below 0.1 eV in the course of the dynamics. LR-TDDFT within the adiabatic approximation

of the exchange-correlation kernel fails to describe the correct topology of the S0/S1 conical

intersection between the ground and first excited state. Hence, a decay to the ground state

cannot be simulated directly, and the trajectories are enforced to deactivate to the ground
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state. Due to the small number of trajectories showing this behavior, a time constant in the

kinetic model can only obtained with a large error and thus, it was not deemed useful, to

assign a definite value to it. However, with certainty, the time constant of this decay can

be assumed to be larger than 2 ps, as given in the schematic model in Fig. 4 of the main

text. The exact value of the experimental findingsS16 (300 fs) thus cannot be reproduced,

but given that it is on the same order of magnitude, qualitatively the model agrees with the

experiment.

Analysing the structure of the five trajectories around the time of the decay to the ground

state showed for all of them that one of the nucleobases undergoes an out-of-plane distortion

of the C2 atom on the six-membered ring. An exemplary structure is shown in Fig. S4. This

structure is very similar to the S1/S0 conical intersection calculated for isolated adenine by

Barbatti et al.S25 Looking at the localization of the excitation in these trajectories prior to

forming this structure, we observe it to be mainly localized in a monomer-like manner on the

respective nucleobase undergoing the C2 puckering. Thus, the deactivation to the ground

state occurs in the comparable manner as in the isolated nucleobases.

C2

Figure S4: Exemplary geometry of the 4 adenines of the QM region from one trajectory of
the dynamics, with an the S0/S1 energy gap below 0.1 eV, indicating a C2 puckered conical
intersection.
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S3. Nucleobase separation in the ground and the excited

state

To investigate the impact of the change of level of theory after the classical molecular dy-

namics sampling and the effect of the excitation, we propagated 50 initial conditions in the

ground state QM/MM, describing the QM region using the Density-Functional Tight-Binding

method (DFTB3).? The average distances between all nucleobases during the ground state

dynamics is shown in the right plot of figure S5 and compared to those during the excited

state dynamics (left plot). Of course, this cannot be seen as a one-to-one comparison, as

fewer trajectories have been propagated on the ground state and as the QM region is de-

scribed with the semi-empirical DFTB3 method for computational efficiency. However, it

can be seen, that while both dynamics show changes of the inter base separation of the same

order of magnitude, in the ground state dynamics less changes occur within the same time

frame.

Figure S5: Average spatial separation between the four nucleobases in the QM region during
the excited state trajectory surface hopping dynamics, CAM-B3LYP/MM, (left) and during
ground state dynamics, DFTB3/MM, (right).
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Figure S6: Spatial separation of the four QM nucleobases along a single trajectory upon
excitation with trajectory surface hopping (left) and in the ground state. The color bar in
the left plot indicates the state occupied by the trajectory (blue – monomer-like, palatinate
– exciton, green – excimer, yellow charge transfer state).

A more direct comparison can be obtained looking at the inter base separation of a

TSH trajectory versus the identical trajectory propagated in the ground state, see Fig. S6.

Looking at the color bar in the left plot, it can be seen that towards the end of the run, the

trajectory transitions into a charge transfer state (yellow). This occurs once the inter base

distance between adenine 1 and 2 (involved in the charge transfer) is significantly reduced.

Comparing the evolution of the spatial separation in the ground and excited state, it can be

observed, that during the first 100 fs, both dynamics behave almost identically. However,

subsequently the inter base distances in the TSH are reduced or stay approximately the same,

while in the ground state dynamics they tend to increase. Thus, we can conclude, that at

the earliest times after the initiation of the TSH dynamics, geometrical rearragements occur

as a result of the change in level of theory from the sampling, while at later times, we see

the effect of the excited state dynamics on the nuclear configuration.

Indeed, this is in line with the observations discussed in the main text, where strong
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fluctuations in the base separations (of bases involved in the excited states) are seen during

the early 100-150 fs of the dynamics, while at later times, the average separations of the

different excited states seem to plateau and stabilise.
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