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1 MOX - Dipartimento di Matematica, Politecnico di Milano, Milano, Italy
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S1 Appendix.

To make the paper self-contained, in this section we provide the complete derivation of the spatial
(and temporal) discretization of system (1), constituting our full-order model (FOM). Hereon we
denote by µ ∈ P ⊂ Rnµ a parameter vector listing the nµ input parameters of interest characterizing
physical (and, possibly, geometrical) properties; moreover, whenever clear we omit the dependence
on the spatial.variables x.

We first state the weak formulation of problem (1), which stands at the basis of the full-order
approximation of the problem, obtained with the Galerkin-finite element (FE) method. For t > 0, the
weak formulation of problem (1) reads: given Iapp(t;µ) ∈ L2(Ω(µ)), find u(t;µ) ∈ X = H1(Ω(µ))
and w(t;µ) ∈ L2(Ω(µ)) such that∫

Ω(µ)

(
∂u

∂t
+ Iion(u,w;µ)

)
ψdx +

∫
Ω(µ)

D(µ)∇v · ∇ψdx =

∫
Ω(µ)

Iapp(t;µ)ψdx ∀ψ ∈ H1(Ω(µ)),∫
Ω(µ)

∂w

∂t
ηdx =

∫
Ω(µ)

g(u,w;µ)ηdx ∀η ∈ L2(Ω(µ)),

u(0;µ) = 0, w(0;µ) = 0,

where Ω(µ) is a Lipschitz domain of Rp, p = 2, 3, possibly depending on a set of geometrical
parameters. In this paper, we focus on the Aliev-Panfilov model, which consists in taking

Iion(u,w) = Ku(u− a)(u− 1) + uw,

g(u,w) =
(
ε0 +

c1w

c2 + u

)
(−w −Ku(u− b− 1)).

We then apply the Galerkin-FE method on a finite-dimensional space Xh ⊂ X(Ω) of (usually
very large) dimension dim(Xh) = N ; here by h we denote a parameter related to the mesh size of
the computational grid. By denoting with {ϕi}Nj=1 a set of basis functions of the FE space Xh, we
express the discrete approximation to u(x, t;µ) and w(x, t;µ) by

uh(x, t;µ) =

N∑
i=1

ui(t;µ)ϕi(x), wh(x, t;µ) =

N∑
i=1

wi(t;µ)ϕi(x),

where the vectors u = [u1, . . . , uN ]T and w = [w1, . . . , wN ]T are obtained by solving the following
discrete system: given µ ∈ P, find u = u(t;µ) and w = w(t;µ) such that

M(µ)
∂u

∂t
+ A(µ)u + Iion(t,u,w;µ) = Iapp(t;µ), t ∈ (0, T )

∂wh

∂t
= g(u,w), t ∈ (0, T )

u(0;µ) = u0(µ), w(0;µ) = w0(µ).

(1)
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which is nothing but (the µ-dependent version of) equation (4). Here we denote the µ-dependent
mass matrix, the stiffness matrix and the activation term by

(M(µ))ij =

∫
Ω(µ)

ϕiϕjdx, (A(µ))ij =

∫
Ω(µ)

D(µ)∇ϕi · ∇ϕjdx, (Iapp(t;µ))j =

∫
Ω(µ)

Iapp(t;µ)ϕjdx,

respectively; the µ-dependent vectors accounting for the ionic terms are instead given by

(Iion(uh,wh;µ))j =

∫
Ω(µ)

Iion(uh,wh;µ)ϕjdx, (g(uh,wh;µ))j =

∫
Ω(µ)

g(uh,wh;µ)ϕjdx.

Concerning the treatment of nonlinear terms and time discretization, we rely a semi-implicit,
first order, one-step scheme [1]. Given a partition (tk, tk+1), k = 0, . . . , Nt − 1 of (0, T ) into Nt

subintervals of length ∆t, at each time-step tk+1 the nonlinear vector Iion is evaluated around the
solution already computed at time tk. In this way, we can decouple the PDE from the ODE, thus
obtaining a linear system to be solved at each time step. Moreover, a ionic current interpolation
strategy is used to evaluate the ionic current term, so that only the nodal values are used to build a
(piecewise linear) interpolant of the ionic current. This is one of the two most common ways to deal
with the evaluation of the ionic current at the quadrature nodes, and ultimately with the numerical
integration of the ionic term Iion, which go under the name of state variable interpolation (SVI) and
ionic current interpolation (ICI), see, e.g., [2, 3]:

• When using SVI, the variables vh, wh are evaluated at the quadrature nodes x̄q, q = 1, . . . , NQ,
so that ∫

Ω(µ)

Iion(uh,wh;µ)ϕjdx ≈
NQ∑
q=1

Iion

(
N∑
i=1

ui(µ)ϕi(xq),

N∑
i=1

wi(µ)ϕi(xq)

)
ωq

where {ωq}
NQ

q=1 denote the corresponding quadrature weights. This approach corresponds to
the standard Galerkin-FEM method.

• When relying on ICI [2], the currents are first evaluated in the degrees of freedom, and then
interpolated at the quadrature nodes, so that∫

Ω(µ)

Iion(uh,wh;µ)ϕjdx ≈
NQ∑
q=1

N∑
i=1

Iion (ui(µ), wi(µ))ϕi(xq)ωq,

in order to reduce the computational cost associated to the assembly of the ionic currents term,
compared to the SVI case.

Moreover, we also remark that since the ionic currents (zero order) term dominates the diffusion
(second order) term, a known numerical issue might occur, ultimately causing numerical instabilities;
to avoid them, we replace the mass matrix with a lumped mass matrix.

In conclusion, the fully discrete version of the full-order model (FOM) reads as: given µ ∈ P,
find uk+1 = uk+1(µ) and wk+1 = wk+1(µ) such that u(0) = 0, w(0) = 0 and, for k = 0, . . . , Nt − 1,

wk+1 −wk

∆t
− g(uk,wk+1;µ) = 0,

M(µ)
uk+1 − uk

∆t
+ A(µ)uk+1 + Iion(uk,wk+1;µ)− Ik+1

app (µ) = 0.

(2)
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