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SUMMARY
Innovation in the field of brain-machine interfacing offers a new approach to managing human pain. In princi-
ple, it should be possible to use brain activity to directly control a therapeutic intervention in an interactive,
closed-loop manner. But this raises the question as to whether the brain activity changes as a function of
this interaction. Here, we used real-time decoded functional MRI responses from the insula cortex as input
into a closed-loop control system aimed at reducing pain and looked for co-adaptive neural and behavioral
changes. As subjects engaged in active cognitive strategies orientated toward the control system, such as
trying to enhance their brain activity, pain encoding in the insula was paradoxically degraded. From a mech-
anistic perspective, we found that cognitive engagement was accompanied by activation of the endogenous
pain modulation system, manifested by the attentional modulation of pain ratings and enhanced pain re-
sponses in pregenual anterior cingulate cortex and periaqueductal gray. Further behavioral evidence of
endogenous modulation was confirmed in a second experiment using an EEG-based closed-loop system.
Overall, the results show that implementing brain-machine control systems for pain induces a parallel set
of co-adaptive changes in the brain, and this can interfere with the brain signals and behavior under control.
More generally, this illustrates a fundamental challenge of brain decoding applications—that the brain inher-
ently adapts to being decoded, especially as a result of cognitive processes related to learning and cooper-
ation.Understanding thenature of theseco-adaptiveprocesses informs strategies tomitigate or exploit them.
INTRODUCTION

The management of human pain is in desperate need of innova-

tion, given themagnitude of the clinical and societal problem and

the limited success of conventional pharmacological treatments.

Advances in machine-learning analysis of brain responses

(‘brain decoding’) offer not just new insights into the neural rep-

resentation of pain information [1], but they open up the possibil-

ity of using this information for novel biomedical technologies. In

particular, real-time decoding of acute pain responses could in

principle be used as a proxy biomarker to tune a therapeutic

intervention—such as deep brain stimulation or spinal neuromo-

dulation. By creating a closed-loop system, this allows the inter-

vention to be constantly and automatically tracked and adjusted

‘‘online’’ to avoid over- or under-treatment [2–4]. However,

closed-loop control is potentially most valuable when the inter-

vention itself has multiple parameters, and whereby the optimal

configuration and setting of these parameters is not known. The
Current Biology 30, 3935–3944, Octo
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biomarker can then be used to guide algorithms to search and

optimize them automatically—so-called adaptive control [5]. In

this way, combining brain decoding with adaptive control algo-

rithms can offer a powerful new approach to brain therapeutics.

Conventional approaches to decoding-based systems as-

sume fixed, stable representations of the decoded state in the

brain [6, 7]. However, this ignores the possibility of adaptive

changes in the brain of the user, including cognitive processes

such as intentionally trying to manipulate their brain activity for

some purpose [8]. This is a general problem that affects many

applications based on brain decoding, and the potential suscep-

tibility of pain decoding-based biomarkers to cognitive modula-

tion is recognized [9, 10]. It leads to the question of whether and

to what extent a person can actively influence or control the de-

codability of information in their brain [11]. For instance, a user

may want to enhance the clarity of their brain’s pain representa-

tion tomake it easier for a putative therapeutic system to decode

their pain and appropriately intervene on their behalf.
ber 19, 2020 ª 2020 The Authors. Published by Elsevier Inc. 3935
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Figure 1. Experimental Paradigm

(A) Schematic illustration of the experimental setting for fMRI group in which the insula MVPA pain pattern is used to calculate feedback for an adaptive stimulus-

control algorithm to learn which of two electrical stimulators was less painful to the subject.

(B) Illustration of EEG groups setting, in which experimental group had EEG recordings and the same instructions as fMRI group (day 2 adaptive control), while the

control group received pain without EEG recordings or instructions (they just listened to audio-book that was not linked to the pain).

(legend continued on next page)
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Table 1. Insula Decoder Testing Performance

Train and

Test D1 (CV)

Train D1,

Test D2

Train and

Test D2 (CV)

Train D2,

Test D1

Accuracy 0.649

(0.016)

0.563

(0.016)

0.560

(0.010)

0.491

(0.031)

Sensitivity 0.602

(0.026)

0.506

(0.016)

0.498

(0.031)

0.438

(0.026)

Specificity 0.665

(0.025)

0.631

(0.037)

0.590

(0.025)

0.549

(0.031)

# features

(voxels)

24.05 (1.05) 28.74 (0.700)

High pain = positive, low pain = negative for sensitivity/specificity calcu-

lation; CV, 10-fold cross validation; D1, day 1; D2, day 2. All values are

mean (SEM), n = 19
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This is potentially pernicious—most cognitive strategies to

make pain clearer to decode from brain activity would involve

paying attention to it. Attention enhances information processing

in several ways, including augmenting learning toward external

information that is uncertain, which allows future events (such

as pain) to be more accurately predicted in the future [12, 13].

One key way in which learning is thought to be enhanced is by

engaging the endogenous pain modulation system by modu-

lating the descending pathways that control incoming nocicep-

tive input in the spinal cord. For instance, facilitating pain in-

creases its saliency and therefore enhances learned values and

responses associated with it [14, 15]. Because of this, attention

would ultimately be expected to alter the brain representation

of pain and, in turn, would influence the accuracy of any a priori

trained decoding-based biomarker. In other words, the cognitive

processof trying toenhanceabiomarker of pain in thebrainmight

paradoxically disrupt it. This illustrates an important general point

which arises when implementing adaptive brain-machine inter-

faces: do they induce parallel co-adaptive changes in the brain?

This study set out three goals. First, we aimed to establish

whether, in principle, brain representations of pain can be de-

coded in real time from brain responses (functional MRI and

EEG) and used to instruct an adaptive search algorithm linked

to a pain-relief intervention; this would show in principle that

adaptive control systems can be applied to pain. Second, we

aimed to determine whether the neural representation of pain

changes when subjects know the system is operational and

have the opportunity tomentally control their brain activity. Third,

we aimed to identify whether the endogenous pain modulation

system is engaged by attention during the task, thus directly

influencing the perception of pain.
RESULTS

Creating an Adaptive Control System Using Real-Time
fMRI Decoding
We designed an fMRI-based closed-loop system using phasic,

noxious stimuli. We aimed to train an adaptive control system
(C) Trial structure for fMRI group on both days. fMRI images recorded on day 1 we

information on day 2 were used by the stimulus reinforcement learning (RL) cont

(D) Similar trial structure was used for both EEG groups, with differences in EEG

(E) Illustration of rated trials and timeline for fMRI group.
to automatically learn how to reduce the intensity of stimulation

based purely on decoding brain responses to preceding pain

stimuli. This is essentially a bioengineering problem that needs

to solve several core problems: training a voxel-wise pain classi-

fier that can successfully generalize over time, re-positioning

subjects with voxel-level accuracy in the fMRI scanner over

days, implementing online classification using real-time fMRI,

and using the output of such classification as input into a control

algorithm to adjust subsequent stimulation.

To do this,we set upanexperiment that tookplaceover 2 days.

The purpose of the first day (‘‘decoder construction’’) was to

allow us to build a decoder, using offline multivoxel-pattern anal-

ysis (MVPA), that could subsequently beused for onlinedecoding

in the adaptive control system the following day. On day 1,

healthy subjects (19 total, 2 female) received a sequence of pain-

ful stimuli, delivered by either a high-intensity or low-intensity

electrical stimulator, via a shared electrode attached to the left

hand. The number of stimuli was roughly balanced between

high and low pain, although not precisely given the fact that the

order of stimuli on day 1 was actually yoked across subjects to

theorder deliveredonday2 (explainedbelow).Onday1, subjects

simply performed intermittent pain ratings, but other than that,

there were no task demands. After the task, we used trial-based

blood oxygen level-dependent (BOLD) responses from bilateral

insula cortex to train the MVPA decoder to classify the two inten-

sity levels. We chose the insula because it is known to have a pri-

mary role in pain encoding, and thus should be sufficient to sup-

port an adaptive control system [10, 16–19] (Figure 1A).

Returning on day 2 (‘‘adaptive control’’), the subjects experi-

enced pain in a closed-loop adaptive control setting, with the

basic principle being to use brain activity to control the pain stim-

ulation. Specifically, after the subjects received a pain stimulus,

we performed online classification of pain intensity using real-

time fMRI BOLD signal from the insula, based on the offline

decoding analysis from day 1. For each stimulus, the algorithm

estimates the probability the intensity was high or low. This prob-

ability acted as the sole input to the control computer. The goal of

the control computer was to figure out which of the two stimula-

tors delivered the lower intensity pain and then preferentially

trigger this stimulator. The online decoder therefore provided

the feedback signal to allow it to work out which stimulator to

trigger: in other words, a higher decoding accuracy would sub-

sequently lead to lower pain.

At the beginning of each session, the control computer was

naive to which electrical stimulator delivered high or low stimuli,

and so it would choose either stimulator randomly. Based on a

simple trial-and-error control algorithm (a reinforcement learning

model), it used the decoder output as the feedback signal to

learn a ‘‘value’’ term for each stimulator; the control computer

then used the values assigned to each stimulator to determine

which stimulator to trigger on the next trial. That is, a stimulator

will acquire a high value if it is associated with a low classification

probability of high pain, and this will lead to it being preferentially

chosen.
re used to train pain level decoders to be used on day 2, and real-time decoded

rol system to decide on the pain level to deliver on the next trial.

collection and instructions.

Current Biology 30, 3935–3944, October 19, 2020 3937



A B Figure 2. fMRI Behavioral Results

(A) Decoder predicted probabilities of having

received high pain, P(pain), were able to distinguish

high/low pain state (calculated for day 2 only).

(B) Within-session, the control system learned

to value low pain states higher than high pain

states (Q(L)>Q(H)) (day 2 only). H, high pain; L, low

pain.

Mean ± SEM, n = 19 on each day.
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Therefore, as long as the decoder from day 1 successfully

generalizes to day 2, then the control algorithm should start to

learn the values correctly. By adding some noise to the choice

(stimulator selection) process, the control algorithm effectively

samples each stimulator to build a reliable estimate of the value

of each (‘‘exploration’’), which then allows it to trigger the low in-

tensity stimulator most of the time (‘‘exploitation’’) (Figure 1C).

We fully explained the closed-loop set-up to the subjects so

that they understood that (1) the control computer was trying

to learn how to reduce their pain based on their brain activity,

and (2) the control computer would be more able to give low

pain if it could reliably ‘‘read’’ their pain signals. This therefore

generated the incentive for subjects to enhance their brain re-

sponses to better communicate their pain signals. A post-exper-

imental questionnaire confirmed that subjects both understood

this, and most subjects actively engaged in various cognitive

strategies to support this, such as focusing on the pain (see Ta-

ble S1).

Decoder Classification Was Above Chance on Day 1

In terms of the success of the basic set-up, within-subject

decoder construction based on the insula region of interest

(ROI) achieved moderate classification accuracy, with a 10-fold

cross-validated test accuracy of 65% (sensitivity 60%, speci-

ficity 67%, accuracy one-sample t test versus 0.5 across sub-

jects: T(18) = 8.967, p<1e�7), shown in Table 1.

Decoder Classification Generalized to Day 2 (Adaptive

Control)

When this classifier was used on day 2 for adaptive control, real-

time decoding accuracy remained above chance, indicating

successful generalization of the decoder across days (day 2: ac-

curacy 56%, sensitivity 51%, specificity 63%, accuracy t test

versus 0.5: T(18) = 4.053, p = 0.0007). Specifically, the real-

time decoder classification of high pain (referred to as P(pain),

Figure 2A) was significantly greater after delivery of a true high-

pain stimulus compared with a low-pain stimulus (repeated-

measure ANOVA of session and pain level effects, only pain level

main effect significant: F(1,18) = 17.41, p = 0.0006, bootstrapped

95% CI P(pain) for high pain = [0.545, 0.660], low pain = [0.410,

0.524]).

Decoded Signals Allowed the Adaptive Control System

to Preferentially Deliver Low Pain

Decoder performance was therefore sufficient for the control al-

gorithm to learn differential decision values for high and low pain

stimulators within a few trials in each new session (Figure 2B,

mean ± SEM in arbitrary units of value, high pain = �0.264 ±
3938 Current Biology 30, 3935–3944, October 19, 2020
0.0486, low pain = �0.0608 ± 0.0479,

paired t test: T(18) = �3.651, p = 0.0018).

Given these differential values, the control
system was able to deliver significantly fewer high compared

with low pain stimuli (fMRI day 2 high-pain percentage:

43.480% ± 2.353%, one-sample t test versus 50%: T(18) =

�2.771, p = 0.0126). Therefore, the control algorithm success-

fully learned to reduce pain. This achieved the first experimental

goal, showing that it is possible in principle to design an adaptive

control system for pain based on brain activity.

Changes in Pain Representations during Adaptive
Control
To identify potential brain-wide changes in pain representations

during adaptive control, we used a whole-brain post hoc MVPA

searchlight analysis. This effectively performs a decoding anal-

ysis independently on each day within a roaming ROI and evalu-

ates the contribution each voxel makes to classification accu-

racy within each day. This analysis measures the pain

information content in each voxel. For instance, although the

day 1 decoder doesn’t perform as well on day 2 versus day 1,

this doesn’t in itself mean that the insula information content is

reduced because the other factors alone may achieve this,

such as slight decoder over-fitting and small errors in subject re-

positioning. However, since the searchlight analysis considers

classification performance within each day, we can get an inde-

pendent, brain-wide accuracy map for each day. And by

comparing day 2 to day 1 (paired t test, DF = 18), we can calcu-

late an accuracy map that reflects a change in information con-

tent during adaptive control [1, 20].

Decreased Pain Information in the Insula

We found reduced pain-level decoding accuracy localized to a

region in the left mid/anterior insula (Figure 3A; Table 2; [�45,

6, 2]; T = �6.04, k = 142, effect size Cohen’s d = �1.386,

whole-brain cluster level p(FWEcorr) = 0.014). Extracting the

exact values from accuracy maps from both days, decoder clas-

sification performance (percentage) reduced from 67.844 ±

2.320 on day 1 to 57.546 ± 2.366 on day 2 (171 voxels, paired

t test T(18) = �5.335, p = 4.525e�5) in the left insula (Figure 3A,

see Supplemental Information for additional analyses). This

shows that the reduced decoder performance during adaptive

control on day 2 must be more than what can be explained by

generalization factors and represents a significant reduction in

pain information content itself. Outside of our insula ROI, we

did not see decreased information content anywhere else in

the brain at corrected thresholds. Even at a liberal uncorrected

threshold, only the left middle frontal gyrus displayed a possible

reduction (see Table 2).
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Figure 3. fMRI Searchlight Analysis Results

(A) Searchlight analysis showed that information

content contributing to decoding accuracy

decreased in left insula on day 2 compared with day

1 (shown at p < 0.001, k>0 for display purposes, see

Table 2 for statistics).

(B) Information content contributing to decoding

accuracy increased in pgACC day 2 > day 1 (shown

at p < 0.005, k>0 for display purposes, see Table 2

for statistics).

(C) Univariate whole-brain comparison (2nd level

paired t test, day 2>day 1) of the high pain>low pain

first level contrasts, interaction were observed in the

PAG (peak coordinates [0,�30, �6], T = 3.27, k = 3)

(shown at p < 0.005, k>0 for display purposes, see

Table 2 for statistics).

Mean ± SEM, fMRI group n = 19.

See also Figures S1, S2.
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Increased Pain Information in the pgACC

In contrast, we found that information content was increased in

the pregenual anterior cingulate cortex (pgACC) (Figure 3B

shown at p < 0.005 uncorrected; Table 2; [6, 44, 14]; T = 3.50,

k = 5, Cohen’s d = 0.803, small volume correction (SVC) using

an 8-mm spherical mask based on our previous investigation

[14]). The pgACC was a target region of interest because we

have shown that it has a specific role in endogenous modulation

and cognitive control in adaptive settings (alongside the peria-

queductal gray (PAG) [21]). Extracting the exact values from

the accuracy maps from both days, the pgACC ROI had signifi-

cantly increased decoding accuracy across all participants (Fig-

ure S2, day 1 accuracy: 55.293 ± 1.604, day 2: 63.009 ± 2.383,

paired t test T(18) = 3.676, p = 0.0017). No other brain regions

were identified as showing an increase in decoder accuracy,

even at a liberal exploratory threshold.

In summary, we found evidence in support of our second hy-

pothesis that pain representations were altered in the brain;

crucially, pain encoding in the insula—a primary pain processing

region—was disrupted, while information encoding was

enhanced in the pgACC.

Evidence of Endogenous Modulation during Adaptive
Control
Our third main hypothesis was the prediction that subjects’

cognitive engagement with adaptive control enhances endoge-

nous modulation of pain. Although the increased pain informa-

tion in pgACC reported above would be consistent with this,

further analysis of brain and behavioral responses is needed to

provide more robust evidence.

Increased PAG Univariate Responses

We first looked at univariate differences in brain activity to iden-

tify any straightforward increase in brain responses, especially in

the PAG. The PAG is the primary mediator of descending control

that relays cortical messages to the dorsal horn of the spinal cord
Current Bio
and receives projections from the pgACC

[22]. Whole-brain analysis of fMRI data us-

ing a conventional general linear model

showed evidence of a regional day 3

pain level interaction in the PAG (Figure 3C
shown at p < 0.005 uncorrected). Specifically, within-subject

comparison (day 2>day 1) of the contrast (high pain>low pain)

confirmed increased responses in the PAG (peak coordinates

[0, �30, �6], T = 3.27, k = 3, Cohen’s d = 0.750, p = 0.048 after

small volume correction for multiple comparisons), but in no

other regions. This provides additional neural evidence that the

endogenous control system ismore active on day 2 during adap-

tive control.

Uncertainty Correlated with Subjective Pain Rating

In line with the hypothesis that an attentional mechanism under-

lies engagement of the endogenous control system, we looked

for evidence that pain ratings were correlated with uncertainty

during adaptive control. The primary learnable information in

the task is the relative frequency of high and low pain, as this in-

dicates how well the adaptive control system is working. On a

trial-by-trial basis, the uncertainty measure quantifies how

much new information is available and directs attentional re-

sources to enhance learning accordingly [12]. Therefore, any

correlation of uncertainty with pain ratings would be consistent

with attention-related endogenousmodulation. Using a standard

model of frequency learning [23, 24], we found that the uncer-

tainty was indeed significantly positively correlated with pain rat-

ings on day 2 (adaptive control) but not day 1 (decoder construc-

tion) (z-transformed correlation coefficients day 2: 0.172 ± 0.039,

t test versus 0: T(18) = 4.356, p = 3.81e-4, day 1: 0.0090 ± 0.052,

T(18) = 0.944, p = 0.358, a direct day 2 versus day 1 contrast was

not significant).

Uncertainty Correlated with pgACC Activity

We therefore studied the brain imaging data to see whether

uncertainty also correlated with brain responses—especially in

the pgACC, the putative control center for attentional endoge-

nous control [15]. We found that uncertainty was indeed posi-

tively correlated with BOLD responses in the pgACC (Figure 4A)

in a location that overlapped with the region associated

with enhanced decoding accuracy during adaptive control
logy 30, 3935–3944, October 19, 2020 3939



Table 2. Experiment 1 Multiple-Comparison Correction

p* k T Z MNI Coordinates (mm) Region Mask

x y z

Figure 3. Searchlight Analysis—Decreased Information Content (D2>D1)

0.048 2 3.94 3.3 �42 3 �2 Insula L

0.061 2 4.41 3.59 �38 15 42 Middle frontal gyrus L

0.078 1 4.37 3.56 �38 35 30

Figure 3. Searchlight Analysis—Increased Information Content (D2>D1, display at p < 0.005)

0.045 5 3.50 3.02 6 44 14 8 mm pgACC sphere at [6, 40, 12] [14]

Figure 3. Whole-Brain Comparison (D2>D1, H>L, display at p < 0.005)

0.048 1 3.23 2.83 �3 �30 �6 PAG [46]

Figure 4. Frequency Learning Model—Posterior Probability of Low Pain (D2)

0.007 10 4.44 3.6 0 51 �14 Frontal medial cortex

Figure 4. Frequency Learning Model—Entropy (D2)

0.039 5 5.30 4.06 10 41 10 Cingulate anterior

0.033 6 4.36 3.56 0 3 38

0.002 14 5.91 4.35 13 41 14 8 mm pgACC sphere at [6, 40, 12] [14]

0.002 31 5.24 4.03 �38 �7 2 Insular cortex (bilateral)

0.032 6 4.60 3.69 39 �4 6

cluster-forming threshold of p <0.001 uncorrected unless stated otherwise. Small-volume correction performed with ROI masks fromHarvard-Oxford,

PAG probabilistic atlas, and previous study. *FWE cluster-level p value. n = 19. H, high pain; L, low pain.
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(Figure 4B). When comparing with day 1, we found that the peak

pgACC response was significantly greater on day 2 (SVC cor-

rected p(FWE-corr) = 0.021, T = 3.70, Z = 3.15, peak coordinates

[13, 41, 14], Cohen’s d = 0.849). That is, uncertainty correlated

with both pain ratings and pgACCBOLD responses during adap-

tive control (i.e., day 2).

In summary, both behavioral and neural evidence indicated

engagement of the endogenous modulatory system during

adaptive control, suggesting that subjects’ active strategies in

engaging with the adaptive control system drove an attention-

like modulation of pain responses that was evident in pgACC.

Experiment 2: Further Evidence that Adaptive Control
Engages the Endogenous Modulation System
To provide more robust behavioral evidence of the engagement

of the endogenous modulation system, we performed a second,

EEG-based experiment in which we evaluated endogenous con-

trol in a temporal contrast enhancement task before and after the

adaptive control task (Figures 1B and 1D; see STAR Methods).

Temporal contrast enhancement describes the well-known phe-

nomenon in which small increases or decreases in tonic pain

induce an exaggerated effect on pain ratings (‘‘onset hyperalge-

sia’’ and ‘‘offset hypoalgesia’’ [25–27]). This ‘‘hypersensitivity to

change’’ is known to involve descending facilitation and sup-

pression and is likely to be mechanistically related to attentional

modulation because it reflects the importance of sudden

changes in pain as a driver of attention and learning [15].

Uncertainty Correlated with Subjective Pain Rating

First, during the adaptive control task itself, we again applied the

frequency learning model as in the fMRI experiment to look for a

correlation between pain ratings and uncertainty. We found a

positive correlation between the uncertainty model and pain rat-

ings in the experimental group, similar to, albeit slightly weaker

than, the fMRI group, and no correlation in a control group in
3940 Current Biology 30, 3935–3944, October 19, 2020
which subjects received pain outside of the context of adaptive

control (z-transformed correlation coefficients experimental

versus 0: T(27) = 2.115, p = 0.0438, control versus 0: T(27) =

1.304, p = 0.203).

Adaptive Control Increased Temporal Contrast

Enhancement

In the pre- and post-experimental temporal contrast enhance-

ment task, subjects experienced a contact thermal pain stimulus

that rose from a warm baseline to 45◦C for 7 s (T1), then to 46◦C

for 7 s (T2), and then back to 45◦C for 7 s (T3), and rated pain using

a continuous numerical rating scale. Figures 5A and 5B show the

normalized modulation of pain rating traces before and after the

task (pre/post) in the experimental and control groups, respec-

tively. Modulation magnitudes were significantly positive for the

experimental group (0.0531 ± 0.025, T(27) = �3.109, p =

0.0044) but not control (0.0339 ± 0.026, T(27) = 1.446, p =

0.160), with a significant group 3 pain level interaction

(repeated-measure ANOVA F(1,54) = 11.443, p = 0.0013). Specif-

ically, comparing post->pre-magnitude (the absolute difference

between the maximal pain rating in T2 and the minimum in T3)

across groups, an effect size of 0.904 was observed (experi-

mental: 0.658 ± 1.120, control: �0.209 ± 0.764, Cohen’s d boot-

strapped 95% CI [0.444, 1.392], repeated-measure ANOVA task

3 group interaction F(1,54) = 11.538, p = 0.0013; see Figure S5).

In summary, the data from this experiment showed that adaptive

control enhances a behavioral measure of endogenous modula-

tion of pain, both during and after adaptive control.

DISCUSSION

The experiments addressed our three questions. First, we

showed that the brain representation of pain can be decoded

in real-time to build an adaptive control system. Even with only

moderate decoding accuracy, this system can learn to find an



A

B

Figure 4. Frequency Learning Model Neural

Correlates

(A) Uncertainty on fMRI day 2 (i.e., entropy of pos-

terior probability of current stimulus before updat-

ing) correlated with pgACC and bilateral insula

(pgACC peak coordinates [13, 41, 14], T = 5.91,

Cohen’s d = 1.36, sagittal and coronal views both at

p < 0.001 uncorrected, see Table 2 for multiple

correction statistics).

(B) Overlay of pgACC activation from both uncer-

tainty (blue) and searchlight (red) analysis (uncer-

tainty visualized at Z>3.2, searchlight at Z>2.8).

See also Figure S3.
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intervention that reduces pain. Second, we showed the neural

representation of pain changes under such a system, in parallel

with the inherent engagement of learning and cognitive control.

In particular, pain encoding in the insula is selectively disrupted,

reducing the efficacy of this region to act as a biomarker to sup-

port control. Third, we showed this change in representation is

associated with attention-related endogenous pain modulation,

which in itself influences perceived pain. This is apparent both

during adaptive control as a function of learning and afterward

in conventional tests of endogenous pain modulation (temporal

contrast enhancement). Overall, the study shows that imple-

menting an adaptive control system for pain is technically

feasible but that it induces a set of specific, co-adaptive changes

in the brain.

From a clinical perspective, closed-loop systems that use

brain-based biomarkers have been advanced for deep brain

stimulation for Parkinson’s disease and epilepsy, where clear

disease-specific biomarkers are well established [28–30]. Clin-

ical pain is known to display substantial temporal fluctuations

and drifts [31], and so it should be much more efficient to use

an ‘‘automated’’ brain-based system to tune a putative interven-

tion, as opposed to using continual self-report (the gold standard

for pain measurement). However, rather than using a ‘‘hard-

wired’’ control system in which the appropriate intervention is

known and thus fixed in advance, here, we introduce an adaptive

control system that learns from experience. This is potentially

powerful because, for many applications, the best intervention

(such as the configuration for amplitudes and frequency of a

multi-electrode deep-brain or spinal stimulator) is not known in

advance. Using an adaptive framework based on reinforcement

learning offers enormous potential advantages given its ability to

learn high-dimensional problems, reuse system knowledge for

efficiency, and incorporate human prior knowledge within the

control architecture [32, 33].

The development of sophisticated control systems inevitably

benefits from more accurate biomarkers. While multi-region/

brain-wide biomarkers for phasic pain can exceed 90% accu-

racy [7], a single-region biomarker may be more relevant to
Current Bio
clinically applicable brain recording sys-

tems (such as implantable systems [34]).

Utilizable systems would also ideally

decode pain rating directly—that is, using

a multivariate regression over ratings,

instead of a high/low classification. How-

ever, a greater concern is that the potential
accuracy of single-region biomarkers for clinical chronic pain, as

opposed to experimental phasic pain, remains unclear, and this

represents one of the biggest hurdles to any clinical realization of

adaptive control systems.

There are several reasons why the fidelity of biomarker decod-

ing for a brain-machine interface may change with time,

including various technical or hardware issues. However, the in-

duction of co-adaptive learning and cognitive changes has

received little attention. Any control system that uses brain activ-

ity in principle generates the incentive for the subject to try and

voluntarily modulate their brain activity to influence the signals

being read and interpreted. Increasing the neural discriminability

of pain is different from common notions of cognitive pain con-

trol, such as overall pain suppression. Indeed, it is not clear

exactly what one should do, in terms of a cognitive strategy, to

enhance brain-machine communication in this respect. Howev-

er, based on the post-training survey, most subjects engaged in

some form of active strategy, and this typically involves an in-

crease in attention to pain, for instance, as they think about

how well the machine is reading their pain. From a practical

perspective, understanding the brain’s co-adaptive strategies

to being decoded may be a first step toward assessing the

long-term impact of such control systems, which also informs

their design and associated risks.

This leads to the question of why such attention to pain did not

result in an increaseddiscriminability of pain intensity in the insula.

One possible explanation is that the representation of pain inten-

sity was disrupted by the co-representation of uncertainty that

arose as a function of learning the distribution of pain intensities

(i.e., the relative frequency of high and low pain). That is, the insula

may be encoding more than simply pain intensity [19], and this

limits generalizability of a decoder when the cognitive context

changes in a way that captures the other variables that the insula

encodes. The best way around this problem in the futurewould be

to intermittently retrain the decoder, ideally in the context of an

operating adaptive control system.

The change in pain representation seen in the insula raises the

issue of what happens to the subjective perception of pain when
logy 30, 3935–3944, October 19, 2020 3941



A B Figure 5. EEG Behavioral Results

Temporal contrast enhancement task showed pain

rating traces when comparing pre-/post-adaptive

control sessions, exaggerated pain and pain-relief

responses were observed in (A) the experimental

group only, as compared with (B) the control group

(shaded regions are standard deviation). n = 28

each in experimental and control group.

See also Figure S4.
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people engage with a brain-machine interface that implements

adaptive control. From a psychological perspective, we pro-

posed that cognitive engagement would often involve increased

attention to pain, as subjects either attempt to manipulate how

they perceive pain or simply monitor or evaluate the effective-

ness of the system. Because attention itself modulates pain to

drive learning, we predicted neural and behavioral evidence of

activation of the endogenous modulatory system should be

observable. In the brain, this was manifested in the pgACC by

higher discriminability of pain intensity and by the representation

of uncertainty during learning. The pgACC is well recognized as a

cortical control site for descending control on the basis of atten-

tion and cognitive controllability [35–42]. Engagement of endog-

enous control was also manifested in enhanced responses in the

PAG, the primary descending control hub mediating projections

to the spinal cord. Overall, these findings provide good neural ev-

idence for enhanced endogenous modulation of pain during

adaptive control.

Behaviorally, involvement of the endogenous control system

predicts a specific effect on perceived pain. During adaptive

control, this wasmanifested in terms of a positive correlation be-

tween pain and uncertainty. Uncertainty is presumed to increase

pain to drive learning [43–45], and this was observed in both ex-

periments, in keeping with simple models of frequency learning

as subjects monitored the balance of high and low pain stimuli

delivered by the machine. However, the impact of enhancement

of endogenous control was also robustly seen in temporal

contrast enhancement (onset hyperalgesia and offset analgesia)

after the adaptive control. This implies a persistent and specific

adaptive change in the endogenous control system.

In summary, this study shows that it is possible to design adap-

tive control systems that use brain activity to search for an inter-

vention that reduces pain. However, it also shows that the brain

does not sit passively when this is implemented. Instead, the brain

changes when it knows it is being decoded. Specifically, a set of

co-adaptive changes are induced that can both disrupt the sig-

nals used by the adaptive control system and modulate the

perception of pain itself. This shows in principle that the design

of any adaptive brain-machine interface needs to consider the

co-adaptive changes that its implementation may induce.
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RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources/code shouldbedirected to theLeadContact, Suyi Zhang (suyi.zhang@ndcn.ox.ac.uk).

Materials availability
This study did not generate new unique reagents.

Data and code availability
The MATLAB code for data preprocessing, feature extraction, cross validation, and decoder training has now been uploaded to

accompany the manuscript, which can be found on the GitHub repository (https://github.com/syzhang/coadapt_repo). The readme

and comments in the code should explain the processing steps in Method Details.

Original data have been deposited to OpenNeuro. All neuroimaging data (functional and de-faced anatomical scans) is available in

BIDS format at https://openneuro.org/datasets/ds002596 (OpenNeuro data: https://doi.org/10.18112/openneuro.ds002596.v1.0.1).

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Participants
Experiment 1

19 healthy participants enrolled in a two-day neuroimaging experiment (two females, age 23.5 ± 4.0 years). All subjects gave informed

consent prior to participation, had normal or corrected to normal vision, and were free of pain conditions or pain medications. The

experiment was approved by the Ethics and Safety committee of the Advanced Telecommunications Research Institute (ATR), Japan

(approval number: 16-182). It should be noted that the relatively small sample size here is consistent with previous fMRI-based de-

coded neurofeedback studies (10-20 participants) [11, 52–56].

Experiment 2

28 healthy participants were assigned respectively to the EEG experimental group (14 female, age 28.8 ± 6.9 years) and the control

group (14 female, age 27.1 ± 10.9 years, independent t test between groups T(27) = 0.661, p = 0.511). All participants gave informed

consent prior to the experiment, and were free of pain conditions or pain medications. Ethical approval was granted by the Research

Ethics Committee of the Department of Engineering, University of Cambridge.

METHOD DETAILS

Experiment 1: fMRI-based closed-loop control
Experimental protocol

The experiment spanned two days. Each day began with a pain intensity setting procedure outside the scanner, followed by the task.

Both days involved 6 sessions with repeated high/low painful stimuli inside the scanner.
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Day 1: Decoder construction. Individual participant’s functional brain images were recorded during fMRI scanning for decoder

training. High and low levels of painful electrical stimuli, determined with the participant’s pain threshold obtained before task

(see ‘Pain calibration procedure’ below), were delivered in a sequence of random or pseudo-random trials to elicit two levels of

pain. From the participant’s perspective, a painful stimulus was delivered at the beginning of each trial when a ‘+’ symbol appeared

on screen below a white bulls-eye fixation point. The ‘+’ stayed on for 10 s, then the ‘ = ’ symbol replaced it for 2 s, signaling a brief

inter-trial interval (ITI). In 40% trials (12 randomly chosen out of 30 in each session), the ‘+’ stayed on screen for 4 s and the fixation

point turned to an orange square signaling upcoming rating, followed by a 0-10 visual analog scale (VAS) that stayed on for 6 s, during

which participants were asked to rate how painful the stimulus was by pressing two buttons tomove the slider on screen. The 30-trial

session was repeated 6 times with a short break in between (180 trials, 72 ratings per subject in total).

Sixteen out of 19 participants used another participant’s day 2 trial sequences on day 1, to provide a yoked control, given the plan

to directly compare day 1 and day 2 behavioral and brain responses (the initial 3 participants used random sequences). All partici-

pants were given the instruction to rest in the scanner and do nothing (see ‘Appendix’). Individual-specific, multi-voxel decoder was

then trained for automatic classification of pain level experienced, using bilateral insula as region of interest (ROI, see ‘Decoder con-

struction’ below).

Day 2: Adaptive control. On day 2, the level of pain stimuli delivered on each trial (i.e., the high or low pain stimulator) was controlled

by a computer algorithm, whose sole input was the decoded pain probability from the real-time brain response from the previous trial.

All subjects were explicitly told that the pain level they received was controlled by the computer, andwere aware that modulating their

brain activity could therefore influence the computer. Although it could in principle be directly instruct subjects to do enhance MVPA

decodability, this creates two difficulties. First, in the absence of any other task, it may be less meaningful to subjects than allowing

them to understand the concept of a machine being able to clearly read their pain signals; and second, to make the task incentive

compatible, subjects should be free to communicate freely. The instructions are detailed in the Appendix, andwere intended to reveal

the incentive to enhance pain representations in the brain, but without any explicit instruction on whether or how to do so.

Specifically, after delivering the pain stimulus, a decoder estimated the participants’ probability of experiencing high pain (P(Pain)) /

low pain by multiplying day 1 decoder weights with the real-time insula BOLD response from their brain images in that trial (realigned

and resliced to the reference image from day 1, following Shibata et al. [11], see ‘Decoder construction’ below). The estimated prob-

ability was used to provide the feedback signal with the aim that the computer could learn to deliver less pain to the subject, based on

trial-by-trial updating of the decision (action) values associated with triggering each electrical pain stimulator calculated from a basic

reinforcement learning algorithm (an ‘action’ that elicited a low decoded pain signal in the subject was effectively reinforced, see

‘Adaptive control’ below). An above-chance decoder on day 2 would lead to a greater number of low pain stimuli, which could impair

day 1 decoder classification learning because of an unbalanced high/low stimulus frequency in the yoked sequences. However, the

actual decoding accuracy and the nature of the reinforcement learning (RL) control function only led to a very modest reduction in

high pain stimuli, yielding a sufficient balance of high/low stimuli for classification.

The primary reason for using an adaptive decision function in which the control algorithm learns decision values slowly over time,

as opposed to a fixed decision function in which control feedback is fixed based purely on the previous trial, was to maximize the

context for communication. That is, the goal of the subject is to teach the machine, and the effectiveness of their ability to commu-

nicate is then embedded in the machine memory for future trials, not just the next trial.

Day 1 and 2 were structurally the same apart from the adaptive control process and subject instructions, which allowed approx-

imately yoked conditions permitting investigation of day 1 versus day 2 changes. Across any analysis of effect3 day interactions, this

sequential comparison necessarily introduces an order confound related to possible non-specific effects of novelty and anxiety to the

experiment. Most of these are mitigated by the computational specificity of the analyses, and the within-day contrasts. Notwith-

standing this, the effects of interest occur on day 2, when novelty and anxiety effects would be reduced.

Stimulus delivery

Painful electrical stimuli were delivered using two constant current stimulators (Digitimermodel DS7A,WelwynGardenCity, Hertford-

shire, UK), at two current levels for high/low pain determined using the participant’s own threshold. The levels were fixed across ses-

sions but were allowed to differ on day 2 based on the new pain calibration. All stimuli were delivered with a trigger pulse as a train of

50 3 5ms square waves, lasting 500ms (DS7 settings: output scale 3 1 mA, pulse duration 200ms). There were no significant differ-

ences in the stimulation current levels given between days (paired t test p = 0.12 and 0.27 for low and high pain respectively). And

there were no significant differences across days for high or low pain levels across individuals (high pain T(18) =�1.58, p = 0.131, low

pain T(18) = �1.13, p = 0.273), or within sessions (day 1: F(5,90) = 1.37, p = 0.25, day 2: F(5,90) = 0.11, p = 0.99, repeated-measure

ANOVA pain levels: F(1,11) = 86.00, p<1e-5), or significant interaction between sessions and days (day: F(1,11) = 3.173, p = 0.103,

session: F(5,55) = 0.470, p = 0.797). The two stimulators were connected to a switch that allowed current delivery through the same,

MRI-compatible concentric ring electrode (10mm diameter). The electrode was taped to the back of the left hand of the participant,

its location marked on day 1 as reference for attachment on day 2.

Pain intensity setting procedure (day 1 and 2)

On each day, participants completed an intensity setting procedure at the beginning of the experiment. In the first session, the stair-

casemethodwas used to evaluate their highest pain limit. Stimuli current were increased at 0.2-0.5mA interval, and participants were

asked for verbal feedback of a 0-10 pain rating in person after each stimulation. This procedure was rerun a few times using different

starting points and both stimulators. In the second session, 14 trials of randomized painful stimuli were given within the range of

lowest perceivable to highest tolerable current level determined in session 1. Subjects rated each stimulus 1 s after receiving it,
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on a 0-10 VAS scale on screen using a keyboard (as practice to the rating procedure used in the task). To determine the final current

level to use, a Weibull and Sigmoid function were fitted to session 2’s stimuli and ratings, and current levels for VAS = 1 and 8 were

used for low / high pain stimulus for the experiment respectively. The same procedure was repeated for day 2, and the new fitted

current levels were used.

Behavioral data analysis

All statistical tests were conducted two-sided, with Pingouin 0.3.3 in Python 3.

fMRI data acquisition (day 1 and 2)

Neuroimaging data was acquired with a 3T Siemens Prisma scanner with the standard 64 channel phased array head coil. Whole-

brain functional images were collected with a single echo EPI sequence (repetition time TR = 2000ms, echo time TE = 26ms, flip

angle = 80, field of view = 240mm), 33 contiguous oblique-axial slices (voxel size 3.2 3 3.2 3 4mm) parallel to the AC-PC line

were acquired. Whole-brain high resolution T1-weighted structural images (dimension 208 3 256 3 256, voxel size 1 3 1 3 1mm)

using standard MPRAGE sequence were also obtained. The choice of voxel size/number was to balance the speed of online decod-

ing and anatomical details, and it was similar to that used in previous real-time fMRI decoded neurofeedback studies that used

3-3.5mm3 voxels [52, 54, 56]. It should be noted that the current resolution cannot support investigation of PAG sub-region activation.

Decoder construction (day 1)

ROI selection. For decoding, we used BOLD responses in bilateral insula cortex, since this is thought to incorporate sub-regions that

have a primary role in the coding of pain and has been shown to provide good intensity decoding accuracy in previous studies

[10, 16–19]. Based on a pilot test we conducted prior to the experiment, it also provided the most consistent decoding performance

compared to a range of candidate ROIs without reslicing empty voxels during ROI normalization.

Preprocessing. All preprocessing were conducted using SPM12 in MATLAB 2016a. The steps were as followed:

$ The first non-dummy (4th) scan of the first session on Day 1 was used as a reference scan.

$ Individual subject’s structural T1 images were coregistered and segmented to MNI space with SPM12’s single subject T1 tem-

plate.

$ The resulting inverse transformation matrix was used to normalize the ROIs in anatomical atlas space to individual subject

space.

$ The resulting warped ROI masks were then coregistered to the reference scan.

$ All subsequent scans (both day 1 and 2) in the task were realigned and resliced to the reference scan using SPM12’s realign and

reslice functions.

$ Temporal signals were extracted from voxels using the processed ROI masks for decoder training (see ‘Feature extraction’

below for denoising procedures).

$ Trained decoder weights were extracted alongwith voxel coordinates, summarized into a txt file to be used on day 2’s decoding

sessions.

Feature extraction. Time series were extracted from all voxels within the individual’s insula ROI. To account for BOLD delay and to

minimize motion contamination, the times series from TR 3-5 (4-10 s) were used from each trial, the first two TRs (0-4 s) immediately

following pain stimulus were omitted. For denoising, the 5 TRs following 3 dummy TRs at the beginning of each session were used as

baseline, each trial ROI time series were normalized by subtracting session baseline mean and divided by baseline standard devi-

ation, then the mean across the TR 3-5 from all trials were extracted for classifier training.

Decoder training. Mean insula voxel activity as feature and high/low pain delivered as label were aggregated across all trials within

participant for decoder training. Binary classification by Sparse Logistic Regression (SLR, version 1.51) with variational parameters

approximation was used [49]. This results in a sparsematrix of weights for about 5 percent of all voxels within the given ROI. Bymulti-

plying weights with feature/voxel intensity signals, the decoder produces the probability of observing current label given trial features

(referred as (P(pain) from here, P(pain) = 1 means highly likely to have received high pain, P(pain) = 0 means unlikely to have received

high pain, or highly likely to have received low pain). For training, all day 1 trials were used. To estimate decoder accuracy, all trials

were partitioned into 10 equal sets with 9 sets for training and 1 set for testing (10-fold cross-validation) (Table 1).

Adaptive control algorithm (day 2)

To allow automated adaptive control of pain stimulus delivery, we used a simple reinforcement learning algorithm [57] to update the

value of high/low pain states trial-by-trial:

Qt + 1ðaÞ = QtðaÞ+að � PðpainÞ�QtðaÞÞ (Equation 1)

where t represents trials, Q is the value of given state, a is the actions available for the algorithm (i.e., either giving high or low pain,

collectively shown as action set A), a is learning rate fixed at 0.5. P(pain) is the decoder-generated probability of current trial’s stim-

ulus being high pain. It’s scaled between [�1,1] when used in the updating function. Higher P(pain) would decrease the value of cur-

rent pain state more and vice versa, while the value of un-chosen state remained unchanged. The algorithm selects which pain level

to deliver for the next trial using an ε-greedy action selection rule based on current values:

pt + 1ðajQtÞ =
�
random action a˛A; if x > ε
argmaxa˛AQtðaÞ; otherwise

(Equation 2)
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where ε is the explore ratio fixed at 0.4 (i.e., exploring by choosing a random action by either giving high or low pain 40% of the time,

exploiting the other times), x is a uniform random number drawn within [0,1] at each trial. The noisy exploration allows a sufficient

proportion of the alternative electrical stimulator (i.e., pain level) to be delivered, to ensure the next participant who uses current par-

ticipant’s day 2 sequence to have enough trials of both high and low pain for decoder construction. We also set values to be 0 for both

states at the beginning of each session.

fMRI data offline analyses

Preprocessing. For offline analysis, functional images were preprocessed using the fmriprep software, a pipeline that performs sli-

cetime correction, motion correction, field unwarping, normalization, field bias correction, and brain extraction using a various set of

neuroimaging tools available. The confound files output by fmriprep include the following signals: mean global, mean white matter

tissue class, three FSL-DVARS (stdDVARS, non-stdDVARS and voxel-wise stdDVARS), framewise displacement, six FSL-tComp-

Cor, six FSL-aCompCor, and six motion parameters (matrix size 24 3 number of volumes). Resulting functional images were

smoothed with an 8mm Gaussian kernel in SPM12, except for those in used searchlight analysis.

fMRI GLM model. All event-related fMRI data were analyzed with GLM models constructed using SPM12, estimated for each

participant in the first level. Stick functions at pain stimulation onset were convolved with a canonical hemodynamic response func-

tion (HRF). We also included rated trials (duration = 10 s, from beginning until ITI) as regressor of no interest, in addition to the 24

columns of confound matrix output by fmriprep. Day 1 and 2 data were included in the same GLM as different sessions with their

own intercepts, but first-level contrasts were estimated separately for days.

Whole-brain univariate comparison (Figure 3c). 2 regressors: high/low pain onset (duration = 0).

Frequency learning posterior probability and entropy (Figure 4a). Three regressors at pain onset (duration = 0) with parametric mod-

ulators: posterior probability of current stimulus (updated prediction), entropy of previous posterior probability of current stimulus

(uncertainty of prediction before updating), actual identity of stimulus (high pain = 1, low pain = �1). All parametric modulators

mean centered within session, SPM orthogonalisation for these 3 regressors were turned off. Posterior probability and entropy un-

certainty were not highly correlated (n = 19, mean correlation r = 0.0663, std = 0.119, one sample t test against mean 0: t = 2.43, p =

0.0258).

Correction for multiple comparison. We use whole brain correction or ROI based correction based on a priori hypotheses as appro-

priate, and the details appear in Table 2. For ROI analyses, we used anatomical binary masks generated using the Harvard-Oxford

Atlas [58] for clearer labeling (freely available with the FSL software, https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Atlases), and PAG probabi-

listic atlas [59] for small volume correction. We used the frontal medial cortex mask as approximation for VMPFC. We also used the

pgACC peak identified in our previous study of active relief learning [14] for the 8mm spherical ROI mask (sphere peak used: [6, 40,

12]), given there are no specific ROI mask from anatomical atlases for the region. We reported all results with p<0.05 (FWE cluster-

level corrected, using a p<0.001 cluster-forming threshold [60]), with the exception of searchlight analysis results (MFG/DLPFC SVC

had p = 0.06, see Table 2).

ROI analysis. For testing ROI significance in experimental conditions, beta estimates were extracted from activation ROIs (see text

for mask details). Beta values plotted were the average of all voxels within ROI masks, with statistics showing subject-level SEM (Fig-

ure S2). All t tests performed were two-tailed. Statistical maps overlaid on subject-averaged anatomical scans using Nilearn. For

testing statistical significance in GLM analyses, we used voxel-wise correction for multiple comparisons within the ROIs: the insula

(required by the task paradigm itself, and the pgACC and PAG given their proposed role in cognitive control [14, 21]). Different ROIs

are being tested separately for multiple comparison with relatively lenient correction thresholds, however, these clusters came from

separate GLM analyses designed to test for different effects of the experiment.

Decoder comparison. Decoders were constructed using day 2 data with the same procedure as day 1 (Figure 3). This was done to

determine whether the decoding performance of insula ROI remained the same, or whether any learning-induced changes might

have changed the decoder properties. Whole-brain searchlight analysis was conducted using the Decoding Toolbox. The toolbox

can conduct multivariate decoding analyses at combined trial types within fMRI runs, by extracting features from beta images of rele-

vant regressors in the first level GLManalysis output by SPM. This could lead to higher classification accuracy and lower computation

time, comparing to single trial decoding.

A searchlight analysis was carried out within a 10mm radius sphere for the whole brain, with high/low pain categories as un-

smoothed beta images from each run for individual participant. TDT toolbox produced a decoding accuracymap for each voxel using

a leave-one-run-out cross validation scheme, which can be interpreted as the local information content of each voxel [1]. The day 1

and 2 accuracy maps from each individual were then smoothed with a Gaussian kernel of 4mm, and entered into a standard SPM

second level paired t test as in the GLM analysis above. The resulting Tmap indicates the changes in decodable information used for

pain level decoding across days.

Experiment 2: EEG-based closed-loop control
The adaptive control paradigm itself was very similar to the first experiment, but incorporated four key differences. First, we used EEG

instead of fMRI for neural recording, since this allows much more efficient data collection in terms of time and cost, as well as easier

clinical translatability. Second, unbeknownst to the subjects, we used random feedback (i.e., sham EEG decoding) so that the

engagement of endogenous modulation would be due purely to the subjects’ active attempts to engage (e.g., enhance communica-

tion) with the machine, and not as a result of any neurofeedback conditioning by successful relief attainment (see discussion [54],).

Third, we employed a control condition (i.e., a separate group of participants) that did not involve any brain recording or adaptive
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control, to control for potential order confounds in the fMRI experiment (at least in terms of the behavioral effects). Fourth, the pain

stimulus was delivered to the lower back because this is the most common site of clinical chronic pain and hence a target for future

therapeutic closed-loop systems.

Experimental group

Experimental protocol. In a similar manner to the first experiment, the experimental participants in the adaptive control group were

given the instructions that their pain stimulation was determined adaptively by their real-time EEG brain responses, and they under-

stood that they could use different cognitive strategies to better communicate their pain to the machine. The control task was de-

signed to administer the same number of pain stimuli but in a completely different context to the adaptive control task. Instead, con-

trol participants were asked to passively listen to a podcast (an audio book), and simply needed to rate pain intensity intermittently

(Figure 1b, d). This provided a neutral cognitive condition that allowed us to control for any non-specific changes to pain related to

habituation or sensitization in the context of a laboratory experiment that engaged a baseline level of attention. Both groups received

a high/low pain stimulus at around 50% chance level. As in the fMRI experiment, there were no significant differences in the overall

average pain stimulation ratings between groups (repeated-measure ANOVA pain level3 group interaction p>0.5). Without the need

for fMRI volume acquisition, variable ITI was used (trial time mean = 8.7 s, std = 0.49 s), otherwise trial structure remained the same.

Each participant completed 8 sessions of 30-trial experiment, while also completing the thermal temporal contrast enhancement test

before and after these sessions.

EEG data acquisition. EEG data were collected using an 8-channel system (g.Nautilus, g.tec GmbH, Austria) with accompanying

gel-based electrodes placed on a cap according to the international 10-20 system (Fz, Cz, Pz, C3, C4, T3, T4, and a surface electrode

was placed 10mmbelow the left eye tomonitor eyemovements), with a sampling rate of 250Hz. The nosewas used as reference, and

electrode impedance were kept under 30kU. EEG data were streamed and saved using OpenViBe. Despite the set-up, the design of

this experiment involved giving random feedback to the subjects, to remove the chance that a high number of positive outcomes (i.e.,

low pain) would have a reinforcing feedback effect. In another manuscript we aim to present a full EEG-based adaptive control frame-

work based on decoded EEG, but we would note here that it is clear that the decoding accuracy based on EEG is substantially lower

than fMRI, and so a robust and effective closed-loop system is more difficult to establish.

Control group

Experimental protocol. Control group participants did not have EEG recordings. They were asked to listen to an audio podcast of their

choice (from BBC Sounds website, contents include stories and discussions) while receiving electrical stimulation and to complete

the same pain rating procedures during the stimulation sessions as experimental group.

Temporal contrast enhancement paradigm

Participants from both experimental and control groups completed a thermal temporal contrast enhancement paradigm, before and

after the main experimental session. Temporal contrast enhancement refers to the ‘change hypersensitivity’ typically seen in pain

ratings: when a tonic pain stimulus is slightly increased or decreased, there is an unexpectedly large (compared to steady temper-

ature state ratings) increase or decrease in ratings. This is sometimes called ‘onset hyperalgesia’ and ‘offset analgesia’ respectively

[25, 27, 61, 62],), and although it may have actually been driven by multiple mechanisms, the dominant mechanisms is thought to be

facilitation and inhibition with the descending endogenous control system. Heat pain stimulation were delivered with the contact

heat-evoked potential stimulator (CHEPS, Medoc Pathway, Israel) to the skin on the participant’s lower back. Participants rated their

pain continuously on a 0-10 scale during the 3 stages of temperature: 45◦C (T1, 7 s) - 46◦C (T2, 7 s) - 45◦C (T3, 7 s) (35◦C baseline,

ramp rate 10◦C/s, ITI = 7 s, 5 trials in total) [63].

To quantify endogenous modulation during the task results, we z-score normalized continuous ratings within individual (excluding

T1 ratings from 0-6 s, since they did not contribute to magnitude calculation and could add to rating variance), resampled at 1 s, and

averaged across participants. The endogenous modulation magnitude is defined as T2max �T3min using individually processed

normalized pain ratings, before comparing across groups [26].

Electrical stimulus delivery

Identical constant current stimulators were used to deliver painful electrical stimuli to participants, with similar pain calibration pro-

cedures (see ‘Stimulus delivery’ and ‘Pain calibration procedure’ above). A pair of disposable surface electrodes (diameter 20 3

25mm, electrode distance 1cm) were used to deliver stimulation to participant’s lower back on the contralateral side that received

thermal stimulation. Comparing to the ring electrode, surface electrodes increased the discriminability of pain levels by recruiting a

larger number of fibers (due to electrode differences the electrical current levels were not directly comparable between experiments).

There were no significant differences in stimuli levels between experimental and control groups (high pain: T(27) =�0.484, p = 0.630,

low pain: T(27) = �1.65, p = 0.104).

Frequency learning model

The frequency learning model M assumes a participant estimates the posterior distribution of a given stimuli q from a previously

observed sequence of two possible stimuli y1:t (i.e., high or low pain) using Bayesian updating [23, 24].

pðqjy1:t;MÞfpðy1:tjq;MÞpðq;MÞ (Equation 3)

Given the experimental design, participants are assumed to have uninformative prior over the two stimuli at the beginning of each

session, which can be represented by a Beta distribution with parameters [1, 1]. Since the product of two Beta distributions results
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in a Beta distribution, the posterior distribution depends only on the frequency of the high and low stimuli Nh,Nl, which has an analyt-

ical solution. The posterior mean of the predicted high pain distribution is:

pðhjNh;NlÞ = Nh + 1

Nh +Nl + 2
(Equation 4)

and P(l|Nh,Nl) = 1� p(h|Nh,Nl) given the reciprocal relationship between high/low pain stimuli.

It is possible that the number of trials for frequency memory is limited due to memory constraints. This can be modeled by intro-

ducing a forgetting ‘leaky factor’u to exponentially decay the number of previous observations, where trials closer to the present are

weighted higher [23, 64]. The weighted number of observations was calculated as:

Nu
h =

Xn

t = 1

u
�expð�t

uÞ
n�t (Equation 5)

where u1:t is the sequence of trials encoded with 1 s and 0 s that represent high and low pain respectively.

Participants were assumed to accumulate stimulus evidence over the entire session (30 trials), where we assumed either perfect

(no leaky factor) or imperfect memory retention (with leaky factor u). We assumed subjects reset their prior expectation at the begin-

ning of each session because there were natural breaks between fMRI sessions with blank screens, during which we asked them for

brief verbal feedback on their pain levels and performance estimation after each session. Participants in both EEG groups were

explicitly told that sessions were not related to each other.

The uncertainty/surprise of current stimulus h/l at trial t can be estimated as the entropy H of the posterior mean before updating

from trial t �1:

HðPðhtÞÞ = � log2ðPðht�1ÞÞ (Equation 6)

To determine any learning effects on subjective ratings, we followed the method in Woo, Schmidt et al. [10] to use subjective rating

residuals for correlation analysis with learning model predictors. We regressed subjective ratings with a matrix of high/low pain stim-

ulus identities (high = 1, low =�1), and session numbers for each individual to obtain rating residuals. The fluctuation of the resulting

residuals can be interpreted as modulatory effects on pain beyond the level of nociceptive inputs.

For model fitting, a grid search was run with different leaky integration u (1-29, or no leak) to produce different sets of model pre-

dictors (posterior probability and entropy). For each individual, the regression coefficient b0 and b1 were estimated using linear

regression model [64]:

yt = b0 + b1 � predictorðuÞ (Equation 7)

where yt is the rating residuals. The model evidence can be estimated using the Bayesian information criterion (BIC), calculated as

followed:

BIC= n$logŝ2+ k$logn (Equation 8)
ŝ2=min
1

n

Xn

ðyt � ŷt;u
�2

(Equation 9)

where n is the number of observations/trials, k the number of parameters (no leak: 2 (b0,b1), leak: 3 (b0,b1,u)), and s^2 is the mean

squared error from regression. Using the grid search, the model with overall lowest BIC (or fitting error) averaged across participants

were considered to be the winning model with the best set of parameters (Figure S4).

fMRI experiment participant instructions

Day 1 (Decoder construction). Please rest in the scanner. We are looking at your brain’s response to different levels of pain. You don’t

have to do anything.

Day 2 (Adaptive control). You don’t need to do anything in this task. The computer is trying to work out if you feel pain or not, by

looking at your brain activity. If it thinks you felt pain, it will try and change the pain stimulation to stop you from having pain. If it thinks

you did not feel much pain, it will try not to change anything. However, it cannot do this very reliably, as reading the brain activity is

difficult, so it may often make mistakes.

During your first scan, we gave a random sequence of pain stimuli - some high, and some low. Using this data, we have trained a

computer program to tell howmuch pain you were feeling during each shock, based on your brain activity. It is good, but not perfect -

it gets it right about 80% of the time.

In today’s scan, the computer program can influence the pain level you get. If it thinks you felt a lot of pain, it will influence the pain

machine to give you less pain in the future. If it thinks you did not feel much pain, it will try to influence the pain machine to continue to

give you little pain. In other words, it is trying to help you get less pain! This is a difficult job for the computer program, because it is not

perfect at reading your brain activity as soon as it is active (i.e., within a few seconds).

It is up to you what you do in the task. You can do nothing, and hope that the systemworks well, and the computer learns to reduce

the pain. Or you can try to influence the computer using your thoughts, in any way that you like.
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Post-training survey (Day 2)

$ Do you think the machine was successful in reading your pain and trying to reduce it?

$ Did you try to influence the computer by doing or thinking anything?

$ If so, what did you do/think?

$ And if so, do you think you were successfully able to influence it?

$ Any other comments or feedback?
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Figure S1: Decreased pain information in the insula. Related to Figure 3.

(A) The 10 fold cross-validated test accuracy with bilateral insula ROI was 64.8% for day 1 and
56.0% for day 2 (Wilcoxon signed-rank test Z(18)=3.69, p<0.001).
(B) The decoder trained with day 2 data identified significantly more voxels as contributing to decoding
performance compared to day 1 (day 1: 24.1±1.1 voxels, day 2: 28.7±0.7 voxels, signed-rank test
Z(18)=-3.21, p=0.001). The sparse logistic regression method we used prunes unnecessary features/voxels
when building the classifier [51]. There were no significant differences in the locations (i.e. average of x, y,
or z coordinates) of these weighted voxels within individuals. Therefore both the searchlight and standard
ROI decoder results suggest the insula cortex displays a disrupted pattern of information encoding for pain
intensity on day 2.
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Figure S2: Increased pain information in the pgACC. Related to Figure 3.

Comparison between the mean searchlight accuracy map of pgACC and insula clusters (masks ex-
tracted from clusters shown in figures below, at p<0.005 unc.) and right SII (mask from accuracy>75%
on day 1, k=50 voxels). The SII is known to robustly encode pain patterns and so could serve as an
independent marker of changes, and its accuracy did not vary significantly across days (averaged within
the ROI mask from day 1, k=50, day 1: 75.813±2.234, day 2: 71.563±2.880, paired t-test T(18)=1.344,
p=0.196). A day×location interaction showed a significant regional difference between pgACC and SII
(F(1,18)=12.1, p=0.0027), although not significantly so between insula and SII (F(1,18)=3.10, p=0.095).
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Figure S3: Uncertainty model fitting and comparison. Related to Figure 4.

(A-B) fMRI experiment: Model comparison showing entropy (formally representing uncertainty re-
garding upcoming stimulus level) from frequency learning model fitted pain rating residuals best (BIC
the lower the better). Model with no leaky integration fitted day 2 data best (i.e. model assumed perfect
tracking of trial frequency, day 1 BICmin=-20.30, best-fit leaky parameter=29, day 2 BICmin=-23.98, best-fit
parameter: no leak). This suggests the model assumed perfect tracking of high/low pain frequency within
a session of 30 trials on day 2, instead of exponentially weighted more recent trials on day 1, although the
difference is close to negligible.
(C-D) EEG experiment: Model comparison showing entropy with no leak fitted pain rating residuals in
the experimental group best (BICmin=-19.28, best-fit parameter: no leak), however for the control group,
the best-fit model included an integration parameter (ω = 19, BIC (BICmin=-11.09) that discounts trials
frequency earlier in the session.
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Figure S4: Adaptive control increased temporal contrast enhancement. Related to Figure 5.

The magnitude of temporal contrast enhancement before and after the task (pre/post) in the experi-
mental (A) and control (B) groups. In the pre- and post- experimental temporal contrast enhancement
task, subjects experienced a contact thermal pain stimulus that rose from a warm baseline to 45◦C for 7
secs (T1), then to 46◦C for 7 secs (T2), and then back to 45◦C for 7 seconds (T3), and rated pain using a
continuous numerical rating scale. Temporal contrast enhancement modulation magnitude is defined as
pain ratings T 2max −T 3min.



Subject
ID

Do you think
the machine
could read your
pain and thus
succeeded in
reducing pain?

Did you tried to
interact with the
machine to ex-
ert some influ-
ence on it?

Actual strategies used (summarised)

1 Yes Yes Sometimes tried to prepare for the stimulus, sometimes simply wished
for lower pain.

2 Yes Yes Concentrated on pain, several active strategies to change pain in the
mind, including exaggerating response (i.e. make low pain lower, high
pain higher)

3 Yes Yes No clear report of any cognitive strategy, generally passive
4 Yes Yes Attended to the pain, explicitly commented on intensity within his

mind.
5 Yes Yes Thought about the pain, mainly wanting it not to hurt
6 Yes Yes Sometimes attended to the pain, including explicitly commented on

intensity within his mind.
7 Yes Yes Concentrated on pain, sometimes trying to exaggerate the response
8 No Yes Mainly tried to relax
9 Yes Yes Concentrated on pain, some exaggeration (especially for high pain),

related to pain to past memories.
10 Yes Yes Range of things: sometimes passive, sometimes attending to, exag-

gerating pain.
11 Yes Yes Sometimes passive, sometimes exaggerating pain
12 Yes Yes Attended to pain, monitored frequency, sometimes counting.
13 Yes Yes Generally passive
14 Yes Yes Focused on anticipating pain, sometimes tried to relate to pain mem-

ories
15 Yes Yes Tried to anticipate intensities, monitored frequency, often counting
16 Yes Yes Generally passive
17 Yes Yes Sometimes actively exaggerating pain, other times passive with mind

wandering
18 Yes & No Yes Often exaggerated pain, other times more passive
19 Yes Yes Mainly focusing on pain, trying to decipher intensity clearly.

Table S1: fMRI experiment post-training survey summary. Related to STAR Methods.
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