
S1 Text. Two-layer Lasso

We compare the performance of our method with that of Lasso, a popular statistical method based on linear regression
models for studying associations among SNPs, expression measurements, and phenotypes. We begin by setting up a
two-layer multivariate regression model for genotypes x ∈ {0, 1, 2}p, expression measurements y ∈ R

q, and phenotypes
z ∈ R

r as follows:

y = AT
xyx + ǫy, ǫy ∼ N (0q, Ωy),

z = AT
yzy + ǫz, ǫz ∼ N (0r, Ωz),

where Axy ∈ R
p×q and Ayz ∈ R

q×r are regression coefficients, ǫy ∈ R
q and ǫz ∈ R

r are noise distributed with zero
means and diagonal covariances Ωy = diag(σ2
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).

Given genotype data X ∈ {0, 1, 2}n×p for n samples and p SNPs, expression data Y ∈ R
n×q for q genes, and

phenotype data Z ∈ R
n×r for r phenotypes, we obtain a Lasso estimate of the regression coefficients by minimizing

L1-regularized negative log-likelihood as follows:
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+γ1||Axy||1 + γ2||Ayz||1.

We select the regularization parameters γ1 and γ2 using BIC.


