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Effects of Sample Size

Fig. 1: The boxplots of R2
test as a function of the number of pERPs estimated across 100 simulations with 60

(first row) and 80 percent variation retained (second row) and low (first column), medium (second column)
and high (third column) correlation between electrodes and tasks for N = 25 (red), 50 (green), and 100
(blue) in the high noise set up. The variation in prediction accuracy decreases with increasing same size, as
expected.
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Effects of Correlation among Electrodes and Tasks

Fig. 2: The boxplots of R2
test as a function of the number of pERPs estimated across 100 simulations with

60 (first row) and 80 percent variation retained (second row) and N = 25 (first column), 50 (second column),
and 100 (third column) for low (red), medium (green) and high (blue) correlation between electrodes and
tasks in the high noise set-up. With increasing correlation, the prediction accuracy gets worse (with higher
variation).
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Effects of Percent Variation Retained in PCA Steps

Fig. 3: The boxplots of R2
test as a function of the number of pERPs estimated across 100 simulations with

N = 25 (first row), 50 (second row), and 100 (third row) and low (first column), medium (second column)
and high (third column) correlation between electrodes and tasks for 60 (red) and 80 (blue) percent variation
retained in the high noise set-up. When the correlation is high, retaining more variation in PCA corresponds
to retaining more noise, leading to worse prediction accuracy.
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Method Comparisons: Low Noise Set-up

Fig. 4: The boxplots of R2
pERP as a function of the number of components estimated across 100 simulation

runs, using pERP-RED (red), FPCA (green), PCA + ICA (single-PCA) (blue), and Fourier (purple) with
N = 25 (first row), 50 (second row), and 100 (third row) and low (first column), medium (second column)
and high (third column) correlation (third column) in the low noise set-up. 60% variation is retained in PCA
steps.
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Methods Comparisons: High Noise Set-up

Fig. 5: The boxplots of R2
pERP as a function of the number of components estimated across 100 simulation

runs, using pERP-RED (red), FPCA (green), PCA + ICA (single-PCA) (blue), and Fourier (purple) with
N = 25 (first row), 50 (second row), and 100 (third row) and low (first column), medium (second column)
and high (third column) correlation in the high noise set-up. 60% variation is retained in PCA steps.

6



Method Comparisons: Low Noise Set-up

Fig. 6: The boxplots of the R2
test as a function of the number of components estimated across 100 simulation

runs, using pERP-RED (red), FPCA (green), PCA + ICA (single-PCA) (blue), and Fourier (purple) with
N = 25 (first row), 50 (second row), and 100 (third row) and low (first column), medium (second column)
and high (third column) correlation (third column) in the low noise set-up. 60% variation is retained in PCA
steps.

7



Methods Comparisons: High Noise Set-up

Fig. 7: The boxplots of the R2
test as a function of the number of components estimated across 100 simulation

runs, using pERP-RED (red), FPCA (green), PCA + ICA (single-PCA) (blue), and Fourier (purple) with
N = 25 (first row), 50 (second row), and 100 (third row) and low (first column), medium (second column)
and high (third column) correlation in the high noise set-up. 60% variation is retained in PCA steps.
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