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Comparison between study-specific and validated locus coeruleus atlases  

We compared the study-specific atlas to a validated locus coeruleus atlas described in.1 The 

voxel-wise probability distributions were highly correlated between the validated, published 

atlas and study-specific atlas (5% version: Pearson’s r=0.99; 25% version: Pearson’s r=0.97). 

The morphology of the contour was almost identical as shown in the figure below. The Dice 

Similarity Coefficients between the validated and study-specific atlases were 0.94 and 0.93 for 

the 5% and 25% probability versions. 

 

Supplementary Figure 1 

Visual comparisons between validated 7T locus coeruleus atlas and the study-specific atlas generated.   
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Left versus right locus coeruleus comparison  

To explore possible lateralisation effects in the locus coeruleus CNR signal, we performed the 

same analyses that we applied to the combined CNR values in the main manuscript, but now 

adding side (i.e., left or right) as an additional within subjects variable. This comparison is 

shown in Supplementary Figure 2.   

 

When comparing across the whole structure, similar to the main analysis, the groups were not 

significantly different (main effect of group: F(1,41) = 1.93, p = .172; BF = 0.65); additionally, 

there was no main effect of side (F(1,41) = 0.18, p = .676; BF = 0.23), or group by side interaction 

(F(1,41) = 0.73, p = .397; BF = 0.38).   

 

Comparing across the rostral, middle and caudal subdivisions, similar to the main analysis, 

there was a main effect of subdivision (F(1.34, 54.91) = 65.47, p <.001; BF = 3.21 × 1024) and there 

was a significant group by subdivision interaction (F(1.34, 54.91) = 7.97, p = .003; BF = 2787.93). 

We did not find a main effect of side (F(1, 41) = 0.18, p = .676; BF = 0.14) or a group by side 

interaction (F(1, 41) = 0.73, p = .397; BF = 0.23). Although there was a significant subdivision 

by side interaction (F(1.86, 76.18) = 19.95, p <.001; BF = 79.33), crucially, this did not affect the 

group difference, as evidenced by a non-significant group by subdivision by side interaction 

(F(1.86, 76.18) = 1.28, p = .283; BF = 0.20). Together, this analysis confirms that the group effects 

did not change when incorporating locus coeruleus side, arguing against asymmetric 

degeneration in the patient group.   

   

Supplementary Figure 2 
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Locus coeruleus 25% probability mask  

To verify our results using a more conservative definition of the locus coeruleus, we ran the 

group comparisons using a 25% probability mask. Supplementary Figure 3 shows comparisons 

of locus coeruleus CNR between the patients and controls using the 25% mask. As detailed 

below, the results using the 25% mask were qualitatively identical to the results using the 5% 

mask reported in the manuscript.   

 

When comparing across the whole structure, the groups were not significantly different (t(36.30) 

= 1.92, p = .063; BF = 1.33). Comparing across the rostral, middle and caudal subdivisions, 

there was a main effect of subdivision (F(1.31, 53.52) = 7.48, p = .005; BF = 2.21). This was driven 

by CNR in the caudal portion being significantly lower than both the middle (t(82) = 3.10, p 

=.008) and rostral (t(82) = 3.58, p =.002) portions. There was a significant group by subdivision 

interaction (F(1.31, 53.52) = 14.21, p < 001; BF = 2527.77). This reflected significantly lower CNR 

values in the caudal portion for patients relative to controls (t(51.6) = 3.40, p = .001), whereas 

the groups did not differ for the middle (t(51.6) = 1.80, p = .078) or rostral (t(51.6) = 0.301, p = 

.762) portions of the locus coeruleus. 

 

Supplementary Figure 3 
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Mood and behaviour questionnaires  

Individuals with Parkinson’s disease completed self-rated questionnaires to assess mood and 

behavioural symptoms. These included assessment of anxiety and depression (Hospital 

Anxiety and Depression scale; HADS)2, impulsivity (Barratt Impulsiveness Scale; BIS-113; 

Conners’ Adult ADHD Rating Scale; CAARS)4, apathy (Apathy Scale5; Motivation and 

Energy Inventory; MEI)6 and REM sleep behaviour disorder (REM sleep behaviour disorder 

screening questionnaire; RBDSQ.7 Controls also completed all of these self-rated 

questionnaires, apart from the RBDSQ. Informant-rated questionnaires were collected from a 

relative or friend of the patients. These included informant versions of the CAARS and AS, 

and a general mood and behaviour symptom inventory (Cambridge Behavioural Inventory 

Revised; CBI-R.8  

 

Supplementary Table 1 

Measure  PD Controls BF10 p 

Apathy Scale 
Total Score (self-rated) 12.68 (5.77) 10.58 (5.09) 0.58 .212 

Total Score (informant-rated) 13.13 (5.59) 
   

BIS 

Total Score 56.45 (10.34) 56.15 (9.67) 0.3 .924 

Attention 14.16 (4.3) 14.23 (3.72) 0.3 .953 

Motor 20.08 (2.65) 20.85 (3.38) 0.39 .398 

Non-planning 22.21 (5.4) 21.08 (4.44) 0.38 .459 

HADS 
Anxiety 4.53 (3.2) 4.31 (3.53) 0.3 .83 

Depression 3.95 (2.68) 2.88 (2.76) 0.58 .202 

MEI 

Total Score 98.05 (21.3) 108.96 (16.71) 1.29 .073 

Mental 44.11 (8.97) 47.35 (8.09) 0.57 .22 

Physical 23.95 (6.95) 29.35 (5.91) 6.18 .01 

Social 30 (7.34) 32.27 (5.31) 0.53 .261 

CAARS  
(self-rated) 

Inattention / Memory Problems 5.42 (3.58) 4.19 (3.06) 0.55 .235 

Hyperactivity / Restlessness 3.11 (2.71) 2.77 (2.05) 0.33 .652 

Impulsivity / Emotional Lability 1.84 (1.5) 2.77 (2.05) 0.9 .087 

Problems with Self-Concept 2.26 (2.33) 3.88 (4.12) 0.77 .102 

ADHD Index 6.79 (4.26) 8.38 (4.51) 0.53 .233 

CAARS 
(observer-rated) 

Inattention / Memory Problems 4.24 (2.51) 
   

Hyperactivity / Restlessness 1.58 (1.92) 
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Impulsivity / Emotional Lability 1.21 (1.23) 
   

Problems with Self-Concept 2.32 (2.11) 
   

ADHD Index 4.47 (3.42) 
   

RBDSQ 
 

4.58 (3.45) 
   

CBI 

Total Score 15.13 (13.6) 
   

Abnormal Behaviour 0.84 (1.12) 
   

Beliefs 0.37 (1.21) 
   

Eating Habits 0.95 (1.58) 
   

Everyday Skills 1.16 (2.41) 
   

Memory and Orientation 4.66 (3.9) 
   

Mood 1.26 (2.1) 
   

Motivation 2.26 (3.35) 
   

Stereotypic and Motor Behaviours 0.79 (1.4) 
   

Self Care 0.42 (0.84) 
   

Sleep 2.42 (2.17)    

Note: Data are presented as mean (SD). Group comparisons were performed with independent samples t-tests. 
BF10, default Bayes Factor for the alternative hypothesis versus the null hypothesis; p, two-tailed p-values, 
uncorrected for multiple comparisons. 
 

Supplementary Figure 4 
 
Density plots of questionnaire outcomes for the patient (blue) and 
control (orange) groups. Each questionnaire outcome was z-
scored to facilitate visual comparisons of different questionnaires 
(note that group comparisons for a given questionnaire outcome 
are unaffected by this transformation). Tick marks reflect 
individual data points. 
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Motor symptom laterality 
 
Using the items from the MDS-UPDRS-III that have separate scores for the left and right side 

of the body, we calculated a motor asymmetry index (MAI). MAI was calculated as: 

 
Right	side	symptoms − Left	side	symptoms
Right	side	symptoms	+	Left	side	symptoms

 

 
Results from a one-sample t-test showed that the distribution of people with left vs. right 

dominant motor symptoms did not differ from zero (M = -0.01, SD = 0.43; t(18) = -0.15, p = 

.883; BF = 0.24), and we conclude that there is no motor symptom laterality bias in our cohort.  

 

Supplementary Figure 5 

 
 
Plot showing individuals with a dominance of left-sided symptoms (negative MAI) 
versus a dominance of right-sided symptoms (positive MAI). MAI = motor 
asymmetry index.   
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 8 

Within session physiological effects  

As described below, there was evidence of increased pulse rates under atomoxetine, when 

assessed in the upright (but not the supine) position. Systolic and diastolic blood pressure was 

also increased under atomoxetine for supine (but not upright) measures. There was evidence 

for a time effect on supine blood pressure measures, where they were raised at completion of 

testing, relative to the measures on arrival and two-hours post tablet administration. Mean 

values and ranges for blood pressure and pulse rates are shown in Supplementary Table 2.    

 

Pulse rates 

Supine/Lying down pulse rates did not change significantly under atomoxetine vs. placebo, as 

evidenced by a lack of main effect (F(1, 89) = 5.57, p = .020; BF = 1.91), and did not vary across 

the three time points (i.e., arrival, two-hours post tablet, on completion of testing; F(2, 89) = 3.00, 

p = .055; BF = 0.90). Upright pulse rates were increased under atomoxetine, showing a 

significant main effect (F(1, 88.03) = 20.99, p < .001; BF = 629.81), and a significant interaction 

between drug status and time point (F(2, 88.03) = 6.43, p = .002; BF = 13.75) driven by higher 

pulse rates under atomoxetine at two hours post administration (t(88) = 10.93, p < .001, BF = 

4.56) and on completion of testing (t(88) = 10.39, p < .001, BF = 6.57).  

 

Blood pressure  

Supine systolic and diastolic blood pressure was raised under atomoxetine, as evidenced by 

significant main effects (systolic: F(1, 89) = 9.86, p = .002; BF = 13.39; diastolic: F(1, 89) = 16.21, 

p < .001; BF = 163.03). Upright systolic and diastolic blood pressure did not show an overall 

change under atomoxetine, as evidenced by the lack of main effects (systolic: F(1, 88) = 2.41, p 

= .124; BF = 0.57; diastolic: F(1, 88) = 0.00, p = .972; BF = 0.19). However, there was a main 

effect of time point (systolic: F(1, 88) = 5.86, p = .004; BF = 8.47; diastolic: F(1, 88) = 5.98, p = 

.004; BF = 8.24), driven by increased blood pressure on completion of testing, compared to 

arrival and two hours post (systolic, arrival vs. completion: t(88) = 9.77, p = .011, BF = 1.94; 

systolic, two hours post vs. completion: t(88) = 9.79, p = .010, BF = 3.52; diastolic, arrival vs. 

completion: t(88) = 4.87, p = .012, BF = 2.30; diastolic, two hours post vs. completion: t(88) = 

5.60, p = .006, BF = 3.99).    
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Supplementary Table 2 

Measure   Placebo Atomoxetine 

Pulse rates 

Lying Arrival 
 
2-hours 

70.00 (33.5 – 55.5; 8.85)  
 
69.95 (55 – 86; 10.37) 

70.58 (56 – 91; 10.27) 
 
74.89 (58 – 95; 11.25) 

 
 
Upright 

Completion 
 
Arrival 
 
2-hours 
 
Completion 

66.95 (50 – 85; 8.20) 
 
75.63 (49 – 100; 12.64) 
 
70.00 (54 – 86; 8.88) 
 
68.33 (49 – 80; 7.88) 

70.21 (50 – 93; 11.06) 
 
74.95 (56 – 110; 14.30) 
 
80.95 (60 – 106; 13.91) 
 
79.95 (57 – 116; 15.39) 

Systolic blood pressure 

Lying 
 
 
 
 
 
Upright 

Arrival 
 
2-hours 
 
Completion 
 
Arrival 
 
2-hours 
 
Completion 

127.68 (84 – 151; 16.67) 
 
125.32 (95 – 156; 15.03) 
 
131.21 (116 – 155; 12.54) 
 
124.37 (80 – 165; 21.78) 
 
123.21 (101 – 145; 12.47) 
 
139.11 (118 – 176 14.60)  

133.26 (109 – 175; 17.24) 
 
135.11 (114 – 169; 15.35) 
 
136.58 (83 – 186; 24.03) 
 
130.26 (90 – 166; 21.20) 
 
131.37 (93 – 167; 18.68) 
 
136.11 (97 – 183; 20.99) 

 
 
 
 
 
Diastolic blood pressure 
 
 
 
 
  

Lying 
 
 
 
 
 
Upright 

Arrival 
 
2-hours 
 
Completion 
 
Arrival 
 
2-hours 
 
Completion 

70.89 (50 – 84; 8.61) 
 
68.37 (54 – 80; 6.68) 
 
72.42 (59 – 87; 7.07) 
 
72.89 (43 – 82; 9.71) 
 
71.26 (51 – 91; 10.78) 
 
79.44 (61 – 93; 8.15)  

74.00 (55 – 85; 7.46) 
 
74.53 (58 – 94; 9.04) 
 
77.21 (63 – 98; 9.93) 
 
73.32 (56 – 86; 8.09) 
 
73.47 (52 – 93; 9.82) 
 
76.68 (61 – 92; 9.08) 

Note: Data are presented as mean (range; SD).  
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Within session subjective effects  

Although the visual analogue scale (VAS) is a continuous measure, participants often respond 

at either end of the scale, leading to bi- or even tri-modal distributions (Supplementary Figure 

6). Such dynamics are not well captured by conventional analyses (e.g., linear regression) that 

assume multivariate normality. To address this issue, we analysed the VAS data using a 

Bayesian ordered beta regression model.9 The strength of this model is that it simultaneously 

estimates the probability of responses at the scale’s lower and upper bounds as well as 

continuously distributed responses in between the bounds. 

 

Supplementary Figure 6 

 

Frequency polygons of VAS ratings in the PD group. Each panel represents one VAS item, as described by the 

panel titles. The first term of each panel title corresponds to the left extreme of that VAS item (i.e. rating = 0), 

whereas the second term corresponds to the right extreme (i.e. rating = 1). 

  

We modelled drug (atomoxetine vs. placebo), time point (2 hours post administration vs. 

baseline), the drug × time interaction, and session (first vs. second visit) as categorical 

predictors of the VAS response (i.e., fixed effects), and we allowed the intercept to vary by 

VAS item and by participant (i.e., random effects). Following Kubinec (2020), we assigned a 

weakly informative normal prior on the regression coefficients: 2~4(0, 5). For posterior 
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inference, we set a region of practical equivalence (ROPE) at ±0.1 × >?@AB = ±0.019, 

corresponding to a negligible effect size.10,11 

 

There were no main effects of drug or time point on VAS response, as the posterior 

distributions of these coefficients were largely contained by the ROPE (Supplementary Figure 

3; drug: β =  -0.02, 95% HDI [-0.06, 0.03], proportion in ROPE = 46.20%; time point: β =  

0.02, 95% HDI [-0.03, 0.06], proportion in ROPE = 49.69%). Although the posterior estimate 

of the drug × time point interaction effect was greater than the upper bound of the ROPE, we 

failed to reject the null as a relatively large proportion of the posterior distribution was 

contained by the ROPE (interaction: β =  0.03, 95% HDI [-0.01, 0.08], proportion in ROPE = 

24.01%). Taken together, these results suggest that atomoxetine did not induce a significant 

change in subjective states, as measured by the VAS. 

 

Supplementary Figure 7 

Posterior distributions of predictors of VAS responses. For each panel, the dark blue vertical line represents the 
median – that is, the posterior estimate of the regression coefficient; the blue shaded area represents the 95% 
highest density interval of the posterior distribution; and the blue density trace represents the full posterior 
distribution. The grey area represents a region of practical equivalence (ROPE), corresponding to a negligible 
effect size of ±0.1. 
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Full list of priors 

Supplementary Table 3 lists the prior distributions assigned to the group-level mean E and 

standard deviation F of each parameter of the ex-Gaussian race model of response inhibition. 

These priors are identical to those used by the model developers,12 except for higher prior mean 

values for the group-level means of EGHIJKLMN and EGHIJOPJKLMN (both 1.5s instead of 0.5s) as 

well as EPLHQ (1s instead of 0.5s), to account for slower RT in older age and neurodegenerative 

disease. 

 

Supplementary Table 3 
 
Parameter Group-level prior distributions 

Mean of Gaussian component of matching go process 
(EGHIJKLMN) 

ERSTUVWXYZ
 ~ Ν\(1.5, 1) 

FRSTUVWXYZ
 ~ exp(1) 

Mean of Gaussian component of mismatching go 
process (EGHIJOPJKLMN) 

ERSTUV^_VWXYZ
 ~ Ν\(1.5, 1) 

FRSTUV^_VWXYZ
 ~ exp(1) 

Mean of Gaussian component of stop process (EPLHQ) 
ER_XT` ~ Ν\(1, 1) 
FR_XT` ~ exp(1) 

Standard deviation of Gaussian component of matching 
go process (FGHIJKLMN) 

EaSTUVWXYZ
 ~ Ν\(0.2, 1) 

FaSTUVWXYZ
 ~ exp(1) 

Standard deviation of Gaussian component of 
mismatching go process (FGHIJOPJKLMN) 

EaSTUV^_VWXYZ
 ~ Ν\(0.2, 1) 

FaSTUV^_VWXYZ
 ~ exp(1) 

Standard deviation of Gaussian component of stop 
process (FPLHQ) 

Ea_XT` ~ Ν\(0.2, 1) 
Fa_XT` ~ exp(1) 

Mean of exponential component of matching go process 
(cGHIJKLMN) 

EdSTUVWXYZ
 ~ Ν\(0.2, 1) 

FdSTUVWXYZ
 ~ exp(1) 

Mean of exponential component of mismatching go 
process (cGHIJOPJKLMN) 

EdSTUV^_VWXYZ
 ~ Ν\(0.2, 1) 

FdSTUV^_VWXYZ
 ~ exp(1) 

Mean of exponential component of stop process (cPLHQ) 
Ed_XT` ~ Ν\(0.2, 1) 
Fd_XT` ~ exp(1) 

Probit-transformed trigger failure probability [e(fgh)] 
Ei(jkl) ~ Ν(e(0.1), 1) 
Fi(jkl) ~ exp(1) 

Probit-transformed go failure probability [e(fmh)] 
Ei(jnl) ~ Ν(e(0.1), 1) 
Fi(jnl) ~ exp(1) 

 
Where Ν(E, F) denotes a normal distribution with mean E and standard deviation F; Ν\(E, F) denotes a normal 
distribution truncated to allow only positive values; and exp(λ) denotes an exponential distribution with rate 
parameter p. All parameters except trigger and go failure are on the scale of seconds.  
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Goodness of fit: Posterior predictive checks 
 
Supplementary Figure 8 

 
 
Posterior predictive check of response proportions: Comparing experimentally acquired data (hollow dots) to 
simulated results from the final model fit (solid dots). Each figure panel represents one combination of trial type 
(go or stop) and stimulus (left or right). Within each panel, the group-level median response proportions are plotted 
separately for each response (no response, left, right) and group (controls, PD placebo, PD atomoxetine). The 
model predictions are illustrated as the median (solid dot) and 95% quantile interval (error bars) of 100 simulated 
participants, randomly drawn from the joint posterior distribution. 
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Supplementary Figure 9 

 
Posterior predictive check of reaction times: Comparing experimentally acquired data (hollow dots) to simulated 
results from the final model fit (solid dots). Each figure panel represents one combination of trial type (go or stop) 
and stimulus (left or right). Within each panel, the lower, middle and upper set of dots represent the 10th, 50th, and 
90th percentiles of the reaction time distributions, respectively. The model predictions are illustrated as the median 
(solid dot) and 95% quantile interval (error bars) of 100 simulated participants, randomly drawn from the joint 
posterior distribution. 
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Supplementary Figure 10 

 
Posterior predictive checks for stopping performance: Comparing experimentally acquired data (black dots and 
lines) to simulated results from the final model fit (grey violin plots). The panels in the left column illustrate the 
mean probability of responding (i.e., mean probability of stop failure) as a function of the stop signal delay (SSD). 
The panels in the right column illustrate the median reaction time for stop trials (i.e., median signal respond RT), 
as a function of the SSD. Given the high variability of the range of SSD’s across participants, the SSD was binned 
by percentile ranges (left column) or ranges of raw SSD’s (right column). The violin plots illustrate the uncertainty 
of model predictions, obtained from randomly simulating 100 participants from the model’s joint posterior 
distribution. The white dots within the violin plots represent the medians of the model predictions.
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Group-level means of attentional failure parameters 
 
Supplementary Figure 11 
 

 
 
Posterior distributions of the group-level mean of trigger failure probability (A) and go failure probability (C). 
These distributions were projected from the probability scale to the real line (-∞, ∞) using the probit function, 
yielding (approximately) normally distributed posterior distributions for mean trigger failure (B) and mean go 
failure (D). For the probit transformed mean trigger failure probability, there were no meaningful differences 
between the control group (median = -3.08, 95% QI: [-3.76, -2.39]) and the Parkinson’s disease group on placebo 
(median = -2.70, 95% QI: [-3.45, -2.14]; ∆group median = -0.34, 95% QI: [-1.22, 0.51]). There was also no clear 
difference in trigger failure between the Parkinson’s disease group on atomoxetine (median = -2.14, 95% QI: [-
2.73, -1.58]) and on placebo (∆drug median = 0.57, 95% QI: [-0.24, 1.52]). For the probit transformed mean go 
failure probability, there were similarly no differences between the control group (median = -3.57, 95% QI: [-
3.99, -3.23]) and the Parkinson’s disease group on placebo (median = -3.48, 95% QI: [-3.94, -3.04]; ∆group 
median = -0.08, 95% QI: [-0.65, 0.41]). The Parkinson’s disease group on atomoxetine (median = -3.80, 95% QI: 
[-4.33, -3.24]) was again not reliably different from the placebo session (∆drug median = -0.32, 95% QI: [-0.97, 
0.36]).  
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Selection of predictors of SSRT 
 
Supplementary Table 4.  Backward elimination of fixed effects in the linear mixed model 
predicting SSRT. 
 
 
 Model selection step 
Predictors 1 2 3 4 5 
Drug -0.05 -0.05 -0.05 -0.05 -0.05 
LC CNR 0.13 0.09 0.14 0.11 0.11 
Drug × LC CNR 0.27** 0.27** 0.27** 0.27** 0.27** 

Session 0.25** 0.25** 0.25** 0.25** 0.25** 

UPDRS III 0.42 0.44 0.35 0.33 - 
Ato plasma -0.16 -0.15 -0.14 - - 
Age -0.13 -0.15 - - - 
LEDD 0.08 - - - - 
      
AIC 90.99 89.14 87.48 85.96 86.56 
∆ AIC 5.03 3.18 1.53 0 0.60 
BIC 108.41 104.98 101.74 98.63 97.64 
∆ BIC 10.76 7.33 4.10 0.98 0 

 
Note. Values for predictors are standardised regression coefficients (ß). **p < .01. Drug: atomoxetine vs. placebo 
condition; LC CNR: Locus Coeruleus Contrast to Noise Ratio; Session: first vs. second session; UPDRS III: 
Unified Parkinson’s Disease Rating Scale, motor examination; Ato plasma: atomoxetine plasma concentration; 
LEDD: Levodopa Equivalent Daily Dose; AIC: Akaike Information Criterion; BIC: Bayesian Information 
Criterion; ∆ AIC / BIC: difference in AIC / BIC with respect to the lowest AIC / BIC value. All models included 
a random effect of participants on the intercept. 
 
 
Supplementary Table 5. Inclusion probabilities and Bayes factors for the inclusion of fixed 
effects in the linear mixed model predicting SSRT. 
 
Predictors P(incl) P(incl|data) P(excl|data) BFinclusion 
Drug 0.40 0.12 0.31 0.38 
LC CNR 0.40 0.18 0.25 0.71 
Drug × LC CNR 0.20 0.57 0.05 11.83 
Session 0.50 0.76 0.24 3.16 
UPDRS III 0.50 0.54 0.46 1.21 
Ato plasma 0.50 0.43 0.57 0.78 
Age 0.50 0.43 0.57 0.76 
LEDD 0.50 0.42 0.58 0.74 

 
Note. P(incl): prior inclusion probability, i.e. the summed prior probability of models that include the predictor. 
A priori, all possible restrictions of the full model were deemed to be equally likely (i.e., a uniform prior was 
assigned to the model space). Thus, P(incl) reflects the proportion of alternative models that included the predictor. 
P(incl|data): posterior inclusion probability, i.e. the summed posterior probability of models that include the 
predictor. P(excl|data): posterior exclusion probability, i.e. the summed posterior probability of models that 
exclude the predictor. BFinclusion: Inclusion Bayes Factor, i.e. the change from prior to posterior inclusion odds. 
This indicates how much more likely the data are under models that include the predictor, compared to models 
that exclude the predictor.13 This analysis was performed using “matched” models, which means that (i) models 
were not permitted to include an interaction effect without its constituent main effects, and (ii) inclusion 
probabilities for an interaction effect were based only on the subset of models that contained (at least) the 
constituent main effects of the interaction.14 All models included a random effect of participants on the intercept. 
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Robustness of linear mixed model results 

Several standardised measures have been proposed to detect overly influential data points in 

the context of linear mixed models.15 The basic rationale behind these measures is that when 

individual participants are iteratively removed from the data, the linear mixed models based on 

these data should produce roughly similar parameter estimates. In other words, if the removal 

of one specific participant causes a drastic change in the model output, this participant should 

be considered as overly influential. 

 

Cook’s distance16,17 provides a summary measure of the influence that a given participant 

exerts on all parameters of the linear mixed model simultaneously. As a rule of thumb, a 

participant is regarded as too influential if their Cook’s distance exceeds 4 divided by the total 

number of participants.18 The Cook’s distance values in our sample ranged from approximately 

zero to 0.12, well within the applicable cut-off value of 4/19 = 0.21. See Supplementary Figure 

12A.  

 

Since we were specifically interested in the Drug × LC CNR interaction term, we also 

computed DFBETA,19 which indicates the influence a given participant exerts on a single 

parameter within the linear mixed model. The conventional cut-off value for DFBETA is equal 

to ±2 divided by the square root of the total number of participants.20 We found that the absolute 

DFBETA values for the Drug × LC CNR interaction term ranged from 0.02 to 0.39, which is 

within the applicable cut-off value of 0.49. See Supplementary Figure 12B. 

 

As a final effort to ensure the robustness of our linear mixed model results, we also re-fit the 

model using a robust estimation method (`robustlmm` package in R21), which is less sensitive 

to outliers in the data than the conventional squared error loss function. The results of this 

robust analysis were qualitatively identical to the conventional linear mixed model analysis 

presented in the manuscript. Specifically, there was a significant Drug × LC CNR interaction 

effect (β = 0.27, t = 3.39, p = .004), as well as a significant main effect of Session (β = 0.25, t 

= 3.24, p = .006), but no significant main effects of Drug (β = -0.05, t = -0.74, p = .470) or LC 

CNR (β = 0.11, t = 0.46, p = .654). 

 

Taken together, multiple diagnostic tools indicated that our sample did not contain any overly 

influential participants. This suggests that the parameter estimates of our linear mixed model 

were not particularly susceptible to the influence of any given participant. The lack of 

influential data can be seen as an endorsement of the quality of the model fit and 

generalisability of the results.15 



 19 

 

Supplementary Figure 12 
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Effect of alternative contrast-ratio on drug × CR interaction 

We re-ran the linear mixed model using an alternative calculation of locus coeruleus contrast: 

CR = (V - MeanREF)/(MeanREF ), to confirm that the results were not driven by the CNR 

estimation method that we chose for the main results. The results of this analysis were 

qualitatively similar to the original analysis presented in the manuscript. Specifically, we found 

a significant Drug × LC CR interaction effect (β = 0.21, F = 7.50, p = .016; BF = 2.39), as well 

as a significant main effect of Session (β = 0.20, F = 7.44, p = .016; BF = 1.57), but no 

significant main effects of Drug (β = -0.05, F = 0.49, p = .496; BF = 0.40) or LC CR (β = -

0.41, F = 4.13, p = .058; BF = 1.81).  

 

 

Hemisphere effects on drug × locus coeruleus CNR interaction 

To explore the possibility of hemisphere-specific effects, we ran the linear mixed model 

analysis separately for CNR values from the left and right locus coeruleus. As detailed below, 

these results were qualitatively identical to the original combined analysis, arguing against 

hemisphere-specific effects. 

 

For the left LC, there was a significant Drug × LC CNR interaction effect (β = 0.25, F = 10.84, 

p = .005; BF = 4.99), as well as a significant main effect of Session (β = 0.25, F = 11.09, p = 

.005; BF = 1.61), but no significant main effects of Drug (β = -0.05, F = 0.64, p = .436; BF = 

0.37) or LC CNR (β = 0.09, F = 0.16, p = .694; BF = 0.54). For the Right LC, there was a 

significant Drug × LC CNR interaction effect (β = 0.27, F = 15.55, p = .001; BF = 14.05), as 

well as a significant main effect of Session (β = 0.25, F = 13.51, p = .002; BF = 2.90), but no 

significant main effects of Drug (β = -0.05, F = 0.74, p = .404; BF = 0.36) or LC CNR (β = 

0.10, F = 0.22, p = .642; BF = 0.55). 

 

Drug × locus coeruleus CNR interaction using 25% mask 

We ran the linear mixed model analysis using the CNR values derived from the more 

conservative 25% probability mask. These results were qualitatively similar to the results 

obtained using the 5% mask. There was a significant Drug × LC CNR interaction effect (β = 

0.28, F(1, 14.43) = 19.14, p < .001; BF = 27.14), as well as a significant main effect of Session (β 

= 0.25, F(1, 14.39) = 15.13, p = .002; BF = 4.68), but no significant main effects of Drug (β = -

0.06, F(1, 14.18) = 0.89, p = .362; BF = 0.37) or LC CNR (β = 0.13, F(1, 17.02) = 0.35, p = .563; BF 

= 0.56). 

 

 



 21 

Control region analysis 

To confirm that the drug × locus coeruleus CNR interaction did not change when considering 

non-specific brain imaging metrics, we calculated total intracranial volume and substantia nigra 

CNR, and included them as covariates in the linear mixed model.  

 

Methodological details 

To estimate total intracranial volume (ICV), the T1-weighted MP2RAGE images were 

processed using the FreeSurfer (v6.0.0) recon-all procedure 

(https://surfer.nmr.mgh.harvard.edu/fswiki/recon-all) and ICV was obtained using 

“mri_segstats --etiv-only”.22 We also added the high resolution option 

(https://surfer.nmr.mgh.harvard.edu/fswiki/SubmillimeterRecon) used for recon-all for data 

with voxel sizes less than 1mm3.23 

 

To obtain substantia nigra CNR, we first created an independent probabilistic substantia nigra 

ROI using a semi-automated approach in the independent sample of 29 age- and education- 

matched healthy controls. This procedure is similar to the approach in the main manuscript for 

the independent LC atlas creation, which was validated in Ye et al.1 Using those 29 subjects’ 

magnetisation transfer-weighted (MT) scans, we identified a searching area in the midbrain 

based on the Atlas of the Basal Ganglia and Thalamus (ABGT)24,25 substantia nigra boundaries. 

We selected reference regions (left and right) in the midbrain background (crus cerebri). For 

each subject, voxels were selected within the search area that were above the threshold, T: 

 

q = rstuh + 5 × >?tuh 

 

We then averaged across the subjects’ segmentations and thresholded the probabilistic ROI at 

5% to obtain a mask. Then, to extract substantia nigra CNR from the study sample, we 

quantified contrast by establishing the CNR with respect to reference regions in the left and 

right midbrain.26 A CNR map was computed voxel-by-voxel on the average MT image for each 

subject using the signal difference between a given voxel (V) and the mean intensity in the 

reference region (MeanREF) divided by the standard deviation (SDREF) of the reference signals 

(vwx = 	 @	I	yzK{|}l
B~|}l

). CNR values were extracted bilaterally on the CNR map by applying the 

independent substantia nigra probabilistic mask (5% probability version). For analysis 

purposes, we combined the left and right substantia nigra values.  

 

 

 



 22 

Results 

When total intracranial volume (ICV) was added as a covariate in the linear mixed model (i.e., 

SSRT ~ drug * LC_CNR + ICV + visit + (1 | subject)), the results were 

qualitatively identical to the original model that did not include ICV. There was a significant 

Drug × LC CNR interaction effect (β = 0.27, F = 14.57, p = .002; BF = 11.50), as well as a 

significant main effect of Session (β = 0.25, F = 13.30, p = .003; BF = 2.75), but no significant 

main effects of ICV (β = 0.21, F = 0.80, p = .384; BF = 0.81), Drug (β = -0.05, F = 0.71, p = 

.414; BF = 0.37) or LC CNR (β = 0.15, F = 0.44, p = .518; BF = 0.61).   

 

When substantia nigra CNR was added as a covariate in the linear mixed model (i.e., SSRT ~ 
drug * LC_CNR + SN_CNR + visit + (1 | subject)), the results were 

qualitatively identical to the original model that did not include substantia nigra CNR. There 

was a significant Drug × LC CNR interaction effect (β = 0.27, F = 14.54, p = .002; BF = 11.77), 

as well as a significant main effect of Session (β = 0.25, F = 13.27, p = .003; BF = 2.77), but 

no significant main effects of substantia nigra CNR (β = -0.06, F = 0.06, p = .807; BF = 0.68), 

Drug (β = -0.05, F = 0.70, p = .417; BF = 0.36) or LC CNR (β = 0.13, F = 0.31, p = .588; BF 

= 0.59). 

 

Together, these results point towards a greater specificity in our findings as neither a general 

measure of brain atrophy nor a neuromelanin-sensitive measure of disease severity further 

explained variation in SSRT performance, above and beyond the significant interaction we 

found between LC integrity and atomoxetine. 
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Additional stop-signal task details 

Below we provide details about the task conforming to the “Check list for reporting stop-signal 

studies” suggested by Verbruggen et al.27   

 

Stimuli and materials 

Properties of the go stimuli, responses, and their mapping 

An overview of the task stimuli is given in the Figure below. All stimuli were presented in the 

centre of the screen, on a light grey background (RGB code: [195, 195, 195]). The stimuli were 

pre-loaded as Psychtoolbox textures at the start of the session, to ensure that they could be 

drawn rapidly to the screen during a trial. For each trial, a left- or right-pointing arrow was 

presented following a black fixation cross (“+” symbol). For go trials, participants responded 

to the black stimulus using a two-button response box, where the left button corresponded to a 

“left” response and the right button corresponded to a “right” response. 

 

 

Properties of the stop signal 

On stop trials, the left- or right-pointing black arrow was replaced by a corresponding red arrow 

after the stop signal delay (see Figure above). At the same time, a “beep” sound (1000 Hz pure 

tone) was played for 100 ms. The loudness of the tone was not systematically controlled; the 

speaker volume was adjusted as necessary to ensure that the participants could clearly hear the 

tone, but were not startled by it. 

 

Equipment used for testing 

The experiment was run on a Windows 7 laptop, using Matlab R2018B in conjunction with the 

Psychtoolbox extensions (version 3)28. The laptop had a 15-inch screen with a resolution of 

1920 × 1080 pixels, and the laptop’s built-in speakers were used to play the stop signal tone. 

The two-button response box was placed directly in front of the laptop on a desk, and was 

connected to the laptop via a standard USB 2.0 connection. 

 

 



 24 

Procedure 

Number of blocks 

The task consisted of 1 practice block, followed by 4 test blocks. 

 

Number of go and stop trials per block 

The practice block consisted of 20 go trials, 2 no-go trials, and 3 stop trials. Each testing block 

consisted of 110 go trials, 10 no-go trials, and 20 stop trials. 

 

Trial order randomisation 

At the start of each block, the trial sequence was pseudorandomly ordered as follows. The first 

20 trials were go trials, used to compute a starting SSD value (see below). The remaining 120 

trials (90 go trials, 10 no-go trials, 20 stop trials) were pseudorandomly ordered, with the 

constraints that there could be no more than 7 consecutive go trials, 2 consecutive no-go trials, 

and 2 consecutive stop trials. For the practice block, the first 5 trials were go trials, and the 

remaining 20 trials (15 go trials, 2 no-go trials, 3 stop trials) were pseudorandomly ordered 

using the same constraints as above. 

 

SSD tracking procedure 

For each block, a starting SSD value was computed as the mean RT of the initial go trials (20 

trials for testing blocks, 5 trials for practice block) minus 200 ms. In the unlikely event that this 

initial mean RT was faster than 200 ms, the starting SSD value was set to 200 ms. For the 

remainder of the block, the SSD was adjusted using a staircase method to target a stop accuracy 

of 50%. Specifically, the SSD increased by 50 ms following successful inhibition (i.e. response 

withheld), and decreased by 50 ms following failed inhibition (i.e. response given). The SSD 

was constrained to range from 50 ms to 1500 ms. 

 

Event timings 

- intertrial interval: not applicable. 

- fixation interval: At the start of each trial, a fixation cross was presented for 500 ms. The 

only exception was the first trial of the first testing block, where the fixation cross was 

presented for 2 s. 

- stimulus presentation: 

- For go trials, the black arrow was presented on the screen for a maximum of 5 s. If the 

participant performed a response, the arrow was removed from the screen immediately 

following button release, and the next trial began. 
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- For stop trials, the black arrow was presented on the screen for the duration of the SSD, and 

subsequently the red arrow was presented on the screen for 2 s minus the SSD. That is, the 

total duration of a stop trial was 2 s. The trial was not terminated in case of a response, 

including failed stop responses (i.e. RT > SSD) and premature responses (i.e. RT ≤ SSD). 

- For no-go trials, the red arrow was immediately presented on the screen, and remained on 

the screen for 2 s (regardless of whether participants responded or not). 

- maximum response latency: The response deadlines corresponded to the maximum duration 

of stimulus presentations. Thus, the response deadline was 5 s for go trials, and 2 s for stop 

and no-go trials. 

- feedback duration: not applicable. 

 

Summary of instructions and feedback-related information 

At the start of the testing session, participants read the following instructions from the screen: 

 
In this experiment you will make button presses as quickly and accurately as you can. 
Each time you see a BLACK LEFT-pointing arrow, press the LEFT button as fast as 

you can. 
For a BLACK RIGHT-pointing arrow, press the RIGHT button as fast as you can. 

 
[Please press either the left or right button to continue] 

 
Sometimes, you will see a RED arrow. This indicates you must NOT PRESS any 

button. 
Sometimes, after a black arrow appears you will hear a TONE and the arrow turns 

RED. This indicates that you have to STOP yourself from pressing a button. 
 

[Please press either the left or right button to continue] 
 

You should always try to respond as QUICKLY AND ACCURATELY AS YOU CAN 
to each arrow as it appears. 

You will not receive error messages if you make mistakes, so just try your best to 
respond correctly. 

 
[Please press either the left or right button to continue] 

 
TO SUMMARISE: 

Please respond using the left and right buttons. 
Please try as hard as you can to be fast, accurate, and stop when possible after hearing a 

tone and seeing the red arrow. 
If you have any questions, please ask now. 

When you are ready to do some practice trials, press either the left or right button. 
 

 

The experimenters checked that participants fully understood the task after the practice block, 

and if necessary the practice block was repeated (although this was rarely the case). Participants 
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were not given any specific feedback about their task performance, and there was no formal 

debriefing at the end of the testing session. 

 

Training procedures 

There was no specific training besides the practice block. 

 

Analyses 

Data pre-processing 

Descriptive statistics of task performance (go error rate, stop accuracy rate) were based on the 

full dataset (i.e. without pre-processing). Prior to model fitting, the following pre-processing 

steps were performed. First, all no-go trials were removed (40 per participant). Second, any 

trials with RT’s faster than 0.25 s or slower than 4.5 s were removed from the data, as these 

were considered to be contaminants that were not generated from the ex-Gaussian race process 

(e.g. accidental button presses or misses, fast guesses)29. Third, go trials with RT’s more 

extreme than the mean go RT ±2.5 SD’s were removed on a participant-by-participant basis.  

On average, 6.77 trials (1.32%) were removed per participant (range: 0 – 26 trials, 0% – 5%), 

not including the removal of no-go trials. We note that preliminary model fitting without the 

latter two pre-processing steps yielded parameter estimates that were practically identical to 

those from the final model fits.  

 

SSRT estimation method  

The SSRT was inferred using hierarchical Bayesian estimation of a parametric race model of 

the stop signal task. The model and its fitting procedure are described in detail elsewhere,12,30 

as well as in the Methods section of the current manuscript (section ‘Ex-Gaussian race model 

of response inhibition’). To summarise, the model assumes a race between three processes: a 

go runner that matches the stimulus, a go runner that mismatches the stimulus, and a stop 

runner. The finish times of these runners are assumed to follow ex-Gaussian distributions, with 

mean μ, SD σ, and slow tail τ. The model further assumes that for a given trial, the go and / or 

stop processes might not have been triggered, such that there was no competitive race between 

the runners. These attentional failures are accounted for with two additional probabilistic 

parameters, trigger failure and go failure, which represent the probability that the stop process 

and go processes were not triggered, respectively. Thus, in total the model features 11 free 

parameters: The three parameters of the ex-Gaussian distribution for each of the three 

processes, plus the two attentional failure parameters. The SSRT corresponds to the mean of 

the ex-Gaussian distribution of the stop process, which is given by μ + τ. 
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The model parameters were estimated using Bayesian hierarchical methods, such that 

parameters for individual participants were considered to be samples from corresponding 

group-level normal distributions. The priors for the group-level mean and SD of each parameter 

are given in the Supplementary Material (‘Full list of priors’). All model fitting was performed 

using the Dynamic Models of Choice toolbox.12  

 

Statistical analyses   

Group-level parameter estimates from the parametric race model were compared by examining 

the overlap between the 95% quantile intervals (QI) of posterior distributions. Specifically, if 

there was no overlap between the 95% QI’s of two posterior distributions, they were considered 

to be significantly different from each other. Participant-level parameter estimates from the 

parametric race model were subjected to both frequentist and Bayes factor (BF) analyses for 

hypothesis testing. In particular, linear mixed models were used to examine the effects of Drug 

(placebo vs. atomoxetine), LC CNR, and their interaction on parameter estimates for the 

participants with Parkinson’s disease. For frequentist analyses, p-values for fixed effects were 

obtained using the Kenward-Roger method, with a significance threshold of p = .05 (two-

sided). For Bayesian analyses, inclusion BF’s for fixed effects were obtained using Bayesian 

model averaging to estimate the change from prior to posterior inclusion odds.13 The BF’s were 

interpreted using Kass and Raftery’s31 classification scheme, such that BF > 3 constitutes 

“positive evidence”. 

 
Descriptive statistics (separately for each group and condition) 
 
 PD (placebo) PD (atomoxetine) controls 
Basic task parameters    
 go omission errors 0.11% (0.30%) 0.09% (0.32%) 0.05% (0.13%) 
 choice errors on go trials 2.05% (2.54%) 1.33% (1.97%) 0.73% (1.47%) 
 unsuccessful stop trials 51.60% (14.99%) 54.58% (12.88%) 42.00% (18.40%) 
 mean stop-signal delay 0.72 s (0.42 s) 0.69 s (0.45 s) 0.81 s (0.46 s) 

 
mean RT of go responses on 
unsuccessful stop trials 

1.06 s (0.38 s) 1.15 s (0.56 s) 1.06 s (0.43 s) 

Ex-Gaussian model estimates    
 mean go RT (matching go runner) 1.23 s (0.51 s) 1.18 s (0.54 s) 1.36 s (0.70 s) 
 SSRT  0.50 s (0.07 s) 0.49 s (0.07 s) 0.39 s (0.04 s) 

Note. Values are given as mean (standard deviation). 
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