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APPENDIX A
A.1 Proof of Theorem 1
Based on the unified approach to proving between-stage
asymptotic independence by Dai et al. (2012), we need to
evaluate the covariance matrix 𝑨−1

1
𝑩𝑨−1

2
, where

𝑨1 = 𝐸[(𝑿𝑖𝑿
𝑇
𝑖
){𝑌𝑖 − 𝐸(𝑌𝑖 ∣ 𝑿𝑖)}

2]

𝑩 = 𝐸[(𝑿𝑖𝑽
𝑇
𝑖𝑗
){𝑌𝑖 − 𝐸(𝑌𝑖 ∣ 𝑿𝑖)}{𝑌𝑖 − 𝐸(𝑌𝑖 ∣ 𝑽𝑖𝑗)}]

𝑨2 = 𝐸[(𝑽𝑖𝑗𝑽
𝑇
𝑖𝑗
){𝑌𝑖 − 𝐸(𝑌𝑖 ∣ 𝑽𝑖𝑗)}

2].

We simplify the expression of 𝑩 as

𝑩 = 𝐸[(𝑿𝑖𝑽
𝑇
𝑖𝑗
){𝑌2

𝑖
− 𝑌𝑖𝐸(𝑌𝑖 ∣ 𝑿𝑖) − 𝑌𝑖𝐸(𝑌𝑖 ∣ 𝑽𝑖𝑗)

+𝐸(𝑌𝑖 ∣ 𝑿𝑖)𝐸(𝑌𝑖 ∣ 𝑽𝑖𝑗)}]

= 𝐸[(𝑿𝑖𝑽
𝑇
𝑖𝑗
)𝐸{𝑌2

𝑖
− 𝑌𝑖𝐸(𝑌𝑖 ∣ 𝑿𝑖) − 𝑌𝑖𝐸(𝑌𝑖 ∣ 𝑽𝑖𝑗)

+𝐸(𝑌𝑖 ∣ 𝑿𝑖)𝐸(𝑌𝑖 ∣ 𝑽𝑖𝑗) ∣ 𝑿𝑖}]

= 𝐸(𝑿𝑖𝑽
𝑇
𝑖𝑗
)var(𝑌𝑖 ∣ 𝑿𝑖)

which uses the law of iterated expectations, the fact that
𝑿𝑖 includes 𝑽𝑖𝑗 under the null hypothesis 𝛽𝑋𝑗×𝑇 = 0, and
assumes homogeneity of variance, that is var(𝑌𝑖 ∣ 𝑿𝑖) is
a constant.
Similarly, we have 𝑨1 = 𝐸(𝑿𝑖𝑿

𝑇
𝑖
)var(𝑌𝑖 ∣ 𝑿𝑖) and 𝑨2 =

𝐸(𝑽𝑖𝑗𝑽
𝑇
𝑖𝑗
)var(𝑌𝑖 ∣ 𝑽𝑖𝑗). Thus,

𝑨−1
1
𝑩𝑨−1

2
∝ 𝐸(𝑿𝑖𝑿

𝑇
𝑖
)−1𝐸(𝑿𝑖𝑽

𝑇
𝑖𝑗
)𝐸(𝑽𝑖𝑗𝑽

𝑇
𝑖𝑗
)−1.

We consider the second and the third terms:

𝐸(𝑿𝑖𝑽
𝑇
𝑖𝑗
)

(𝑚+1)×3

=

⎧⎪⎪⎪⎨⎪⎪⎪⎩

𝐸(𝑇𝑖𝑋𝑖𝑗) 𝐸(𝑇2
𝑖
) 𝐸(𝑇2

𝑖
𝑋𝑖𝑗)

𝐸(𝑋𝑖1𝑋𝑖𝑗) 𝐸(𝑇𝑖𝑋𝑖1) 𝐸(𝑇𝑖𝑋𝑖1𝑋𝑖𝑗)

⋮ ⋮ ⋮

𝐸(𝑋𝑖𝑚𝑋𝑖𝑗) 𝐸(𝑇𝑖𝑋𝑖𝑚) 𝐸(𝑇𝑖𝑋𝑖𝑚𝑋𝑖𝑗)

⎫⎪⎪⎪⎬⎪⎪⎪⎭
𝐸(𝑽𝑖𝑗𝑽

𝑇
𝑖𝑗
)−1

3×3

=
1

𝑑𝑒𝑡{𝐸(𝑽𝑖𝑗𝑽
𝑇
𝑖𝑗
)}

×

⎧⎪⎪⎨⎪⎪⎩

⋅ ⋅ 𝐸(𝑇𝑖𝑋𝑖𝑗)𝐸(𝑇
2
𝑖
𝑋𝑖𝑗) − 𝐸(𝑇2

𝑖
)𝐸(𝑇𝑖𝑋

2
𝑖𝑗
)

⋅ ⋅ 𝐸(𝑇𝑖𝑋𝑖𝑗)𝐸(𝑇𝑖𝑋
2
𝑖𝑗
) − 𝐸(𝑋2

𝑖𝑗
)𝐸(𝑇2

𝑖
𝑋𝑖𝑗)

⋅ ⋅ 𝐸(𝑋2
𝑖𝑗
)𝐸(𝑇2

𝑖
) − 𝐸(𝑇𝑖𝑋𝑖𝑗)

2

⎫⎪⎪⎬⎪⎪⎭
.

Thus, for the (𝑚 + 1) × 3 matrix 𝐸(𝑿𝑖𝑽
𝑇
𝑖𝑗
)𝐸(𝑽𝑖𝑗𝑽

𝑇
𝑖𝑗
)−1,

the (𝑘 + 1)th element (𝑘 = 1,… ,𝑚) of the last column is
proportional to

{
𝐸(𝑋𝑖𝑘𝑋𝑖𝑗), 𝐸(𝑇𝑖𝑋𝑖𝑘), 𝐸(𝑇𝑖𝑋𝑖𝑘𝑋𝑖𝑗)

}

×

⎧⎪⎪⎨⎪⎪⎩

𝐸(𝑇𝑖𝑋𝑖𝑗)𝐸(𝑇
2
𝑖
𝑋𝑖𝑗) − 𝐸(𝑇2

𝑖
)𝐸(𝑇𝑖𝑋

2
𝑖𝑗
)

𝐸(𝑇𝑖𝑋𝑖𝑗)𝐸(𝑇𝑖𝑋
2
𝑖𝑗
) − 𝐸(𝑋2

𝑖𝑗
)𝐸(𝑇2

𝑖
𝑋𝑖𝑗)

𝐸(𝑋2
𝑖𝑗
)𝐸(𝑇2

𝑖
) − 𝐸(𝑇𝑖𝑋𝑖𝑗)

2

⎫⎪⎪⎬⎪⎪⎭
= 𝐸(𝑇𝑖)var(𝑇𝑖)𝐸(𝑋𝑖𝑗)

× {𝐸(𝑋𝑖𝑘𝑋𝑖𝑗)𝐸(𝑋𝑖𝑗) − 𝐸(𝑋𝑖𝑘)𝐸(𝑋
2
𝑖𝑗
)} = 0,

which uses the independence between 𝑇𝑖 and 𝑋𝑖𝑗 and the
assumption𝐸(𝑇𝑖) = 0 or𝐸(𝑋𝑖𝑗) = 0. Similarly, the first ele-
ment of the last column is also zero.
Premultiplying 𝐸(𝑿𝑖𝑽

𝑇
𝑖𝑗
)𝐸(𝑽𝑖𝑗𝑽

𝑇
𝑖𝑗
)−1 by 𝐸(𝑿𝑖𝑿

𝑇
𝑖
)−1

completes the covariance matrix, the last column of
which are all zeros. Thus, for any 𝑗 = 1,… ,𝑚, we have
cov{𝑛1∕2(𝛿0𝑋𝑗

− 𝛿𝑋𝑗 ), 𝑛
1∕2(𝛽𝑋𝑗×𝑇 − 𝛽𝑋𝑗×𝑇)} → 0 in proba-

bility.
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