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Reviewer Comments to Author: 

The authors proposed a compression method for compressing a set of DNA sequences (in FASTA 

format), that improve upon their previously proposed method GeCo2. 

Overall, the paper is very well written, the proposed new technology is concisely explained and a good 

set of benchmarks have been done to assess the performance of the propose method. 

However I have several concerns: 

1) My main concern is that the compression gain obtained with the proposed method is not very 

significant if you take into account the overhead in computation needed to achieve those gains. It would 

be interesting to do some rough numbers justifying the improvement (for example how much would it 

cost to compress/decompress in resources, vs. how much one would save on storage). This could make 

a stronger argument on why these "small" improvements are needed. 

2) While I agree with the reasoning on why the problem of compressing FASTA files composed of set of 

DNA sequences is important, I would encourage the authors to show how this methodology would work 

on NGS data in form of FASTQ files (assuming that QVs are compressed independently). Also, I believe 

that mentioning very large Genome projects, such the Earth BioGenome Project 

(https://www.earthbiogenome.org/) whose goal is to generate the genome of every species in the 

world, is important to make a case on how those databases would benefit from the proposed 

technology. 

3) A comparison should be done with general-purpose compressors based on Neural networks, such as 

DeepZip. I would also include another comparison showing the performance of using DeepZip to 

compress the information from GeCo2 that is fed into the neural network. This would allow the reader 

to understand the true gain of the core technology proposed in this work. I would also recommend 

testing generalize compressors based on mixture of experts such as PAQ8, as the final compressor 

rather than a neural network. 

4) I would also recommend including re-sequenced-based compression to the comparative. I understand 

that the method is design for more divergent genomes (i.e., different species), but adding the same-

species-reference compression would complete nicely the assessment 

Minor comments: 

1) The ID of the sequences used, such as ScPo, are mentioned in the text without prior notice. I would 

recommend clarifying this before mentioning them, such as in page 5 with the mention of ScPo. 

2) Page 5 Additional --> Additionally 
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