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Supplementary Information 

 

Model design: Artificial Neural Network (ANN) 

The developed artificial neural network model consists of an input layer, two hidden layers, and an output 

layer.  

1) Input layer to the first hidden layer 

The input layer takes an input feature vector (𝑋𝑦) of size M, which is the total number of input variables. 

The number of individual input datasets is represented by y. Each input dataset has a different scale, 

continuous variables that are standardized to a mean of zero, and two standard deviations. Other 

categorical variables such as sex and HLA-B27 can be used directly. 

The initial value of each weight is to be chosen randomly between -0.3 and 0.3. The first feature map 

array (𝐼!) is obtained with an input vector and tunable vector of weights (𝑤!), as follows: 

𝐼𝑛"
! 	= 	%𝑤𝑚𝑛"

! ×𝑋𝑚
𝑦

𝑀

𝑚'!

 

where	1 ≤ 𝑛𝑥 ≤ 𝑁𝑥,𝑁𝑥 = (total	number	of	nodes	of	the	𝑥 − th	hidden	layer) 

Here, 𝑤𝑚𝑛"
! 	is the weight factor of the input layer to the first hidden layer, m-th is the input feature, and 

𝑛!-th is the hidden node; 𝐼𝑛"
!  is the input feature map array of 𝑛!-th hidden nodes. We added a bias 

vector, 𝑏𝑛", and then applied a rectified linear unit (ReLU) as an activation function of each node.  

𝑂𝑛"
! = ReLUB𝐼𝑛"

! + 𝑏𝑛"D, 

where	ReLU(x) = 	 F𝑥	if	𝑥 ≥ 0
0	if	𝑥 < 0 

 

2) Between the hidden layers 

The output data of the previous hidden layer is used as input data for the next hidden layer. With the 

output vector of the previous hidden layer (𝑂𝑛𝑘J"
𝑘K! ) and tunable vector of weights (𝑤𝑘), the k-th feature 

map array (𝐼𝑘) is obtained as follows: 

𝐼𝑛𝑘
𝑘 	= 	 % 𝑤𝑛𝑘J"𝑛𝑘

𝑘 ×𝑂𝑛𝑘J"
𝑘K!

𝑁𝑘J"

𝑛𝑘J"'!
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where	2 ≤ 𝑘 ≤ 𝐾+ 1,𝐾 = (total	number	of	hidden	layers) 

Here, 𝑤𝑛𝑘J"𝑛𝑘
𝑘 	is the weight factor of the input layer to the k-th hidden layer, 𝑛𝑘K!-th the output node of 

the (k–1)-th hidden layer, and 𝑛𝑘-th the hidden node of k-th hidden layer; 𝐼𝑛𝑘
𝑘  is the input feature map 

array of 𝑛𝑘-th hidden node at k-th hidden layers. We added a bias vector, 𝑏𝑛𝑘 , and then applied ReLU as 

an activation function for each node.  

𝑂𝑛𝑘
𝑘 = ReLUB𝐼𝑛𝑘

𝑘 + 𝑏𝑛𝑘D, 

where	ReLU(x) = 	 F𝑥	if	𝑥 ≥ 0
0	if	𝑥 < 0 

We use ReLU as an activation function in all hidden nodes. 

 

3) Output layer 

At the last layer of our ANN model, we connect to a sigmoid function, which is frequently used for binary 

output data.  

𝑝 = % 𝑤𝑛𝐾𝑛𝐾M"
𝐾 	× 	𝑂

𝑛𝐾

𝐾
𝑁𝐾

𝑛𝐾'!

 

𝑝′ =	
1

1 +	𝑒K𝑝 	(sigmoid	function) 

Here 𝑤𝑛𝐾𝑛𝐾M"
𝐾  is the weight factor of the output layers. We can obtain the input value of the output layer 

as the sum of all weights from the last hidden layer, p. At the output layer, we perform the sigmoid 

function rather than ReLU because it has a better performance for the output layer of binary results. 

Therefore, p’ is the final predictive value for each category in the ANN model. 

 

Model training 

The input data for the model is split into three same size datasets. Each patient data is randomly allocated 

to three different datasets. The divided input dataset is used as a training, validation, and testing set, 

respectively. We change the role of the divided dataset after the initial training, which is called cross-

validation.  

The value of the hyperparameter set is to be chosen randomly. The validation and testing sets are used to 

select the best hyperparameter set and report the final performance levels, respectively. We train the 
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model weights to minimize the negative log likelihood (NLL), which is defined as follows: 

NLL(𝜃) = − !
𝐵
∑ (𝑌𝑠log𝑓(𝜃)R + (1 − 𝑌𝑠) log(1 − 𝑓(𝜃)R))𝐵

𝑠'! , 

where 𝑓(𝜃)R is an output for the clinical dataset of s-th patient in a mini-batch of size B from the training 

set. Each target, Y, serves as the dependent variable and can be either 1 (for true cases or patients who 

used the TNF alpha inhibitor within six months from their baseline) or 0 (for false cases or patients who 

did not use the TNF alpha inhibitor until six months from their baseline). The NLL is composed of 

parameters (𝜃) including 𝑤𝑛𝑘
𝑘  and 𝑏𝑘, which are updated by a standard backpropagation algorithm with 

momentum. 

 

Performance evaluation 

In case of the limited amount of data, dividing the dataset into training, validation, and test can be 

important. As we use increase the amount of data as the test dataset, the training dataset shrinks. It leads 

to the model of decreasing performance. If we use a small amount of data as the test dataset, the 

performance may be checked highly by chance when the test dataset fits well and randomly with the 

machine learning model. To avoid such problems, cross-validation is a popular method to check the 

model performance (1). The k-fold cross-validation refers to when the entire dataset is randomly and 

equally divided into the number of k. If the dataset has an unbalanced feature distribution, stratified cross-

validation can be used for ensuring the similar distribution of each dataset. Cross-validation used all data 

as a test dataset at least once. It guarantees that the model is sufficiently robust, providing a good 

performance with any part of the dataset. Additionally, we checked the performances without using cross-

validation for sensitivity analysis. We divided our dataset into three parts: training, validation, and test 

datasets by the 6:2:2 ratio. Same as the cross-validation, we divided each dataset using stratified random 

sampling. Finally, we left the independent test dataset before the whole generating process of the model.  

Ideally, the independent data from another cohort are best for proving whether the model performs well in 

general circumstances. Although we had the only cohort data, part of the dataset was divided in advance 

similar to an independent cohort. The rest of data were used in training, validation, and the test process. 

After finishing the model generating process, we assessed the performance of the model using an 

independent test dataset, which was made before the entire course. For this work, we divided data into 
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data for model generation and independent test dataset by a 8:2 ratio. Data for model generation were 

divided again into training, validation, and the test dataset by 6:2:2 for the subsequent processes. All 

stratified cross-validation and stratified sampling processes were performed using the ‘Scikit-learn’ 

module in Python (2). 

 

Confidence interval of prediction performance 

We used bootstrap to calculate confidence interval of the prediction performance (3). We used 1000 

bootstrap iterations by sampling with a replacement using the resample() function from the ‘Scikit-learn’ 

module in Python. Using each bootstrap dataset, the prediction model was trained and evaluated in terms 

of the prediction performance. Therefore, we obtained 1000 performances of each machine learning 

algorithms. For a confidence interval of 95%, we selected the value at the 2.5 percentile as the lower 

bound and the 97.5 percentile as the upper bound. 

 

Performance of random prediction 

To compare the performances of various prediction models with random prediction, we prepared a 

dummy test dataset for an evaluation. We generated a prediction dataset consisting of an equal number of 

true and false values from the real dataset. The prediction values (true or false) were randomly allocated 

for each individual. We checked the performances (accuracy, AUC of ROC curve, F1 score, and AUC of 

the precision-recall curve) of each random dataset. We repeated the process 1000 times and reported the 

mean and 95% confidence interval of the performances.  

 

Feature importance by RF and XGBoost 

In order to verify that the feature importance that was derived by our ANN can be reproduced by other 

machine learning methods, we performed feature importance analysis by RF with an identical dataset. 

After training the RF model as described above, we calculated the ‘mean decrease accuracy’, which is 

defined as the average of the total decrease in accuracy when imputing each input feature dataset. If a 

feature plays an important role in training an RF model, the imputed input feature dataset results in a 

lower performance model and the ‘mean decrease accuracy’ value will increase. The implementation of 

this aspect was performed as a function of the feature_importances of the ‘Scikit-learn.ensemble’ module 
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in Python. Similarly, we performed a feature importance analysis using XGBoost. The ‘xgboost’ module 

in Python functions similarly to the feature_importances, and calculates the relative feature importance of 

each feature.  
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Supplementary Fig. S1. Prediction performances as expressed by the area under the curve (AUC) of the 

receiver operating characteristic (ROC) curve and F1 score of various machine learning methods with 

varying hyperparameter sets.  

 

(a, b) Prediction performances of ANN with varying numbers of hidden layers and nodes. The x-axis 

represents the differing numbers of hidden nodes of each hidden layer. The y-axis shows the (a) AUC of 

the ROC curve from the sensitivity-specificity plot and (b) F1 score. The performances of the models based 

on the number of hidden layers are shown as a line. In the case of the F1 score, we depicted the performance 

of a random prediction and its 95% confidence interval. ANN models with 60 hidden nodes and 5–10 

hidden layers show a higher F1 score than the 95% confidence interval of the random prediction 

performance. 

 

(c, d) Prediction performances of ANN with varying numbers of hidden layers, hidden nodes, and learning 

rates. The x-axis represents the differing numbers of hidden nodes of each hidden layer. The y-axis shows 

the (c) AUC of the ROC curve from the sensitivity-specificity plot and (d) F1 score. The performances of 

the models from each learning rate are depicted as a line. In general, a simple model with a smaller number 

of nodes favors a high learning rate, whereas a complex model with a larger number of nodes achieves a 

better performance with a low learning rate. For the 60 hidden nodes used in our best model, the best 

performance over the other models achieved a value of 0.00003.  

 

(e, f) Prediction performances of XGBoost with varying maximum tree depths and learning rates. The x-

axis represents the varying maximum tree depths for each decision tree. The y-axis shows the (e) AUC of 

the ROC curve from the sensitivity-specificity plot and (f) F1 score. The performances of the models based 

on the learning rate are shown as a line. The XGBoost model with a maximum tree depth of nine and a 

learning rate of 0.1 shows a higher F1 score than the 95% confidence interval of the random prediction 

performance. 

 

(g, h) Prediction performances of XGBoost with varying maximum tree depths, learning rates, and gamma 

levels. The x-axis represents the differing maximum depths of decision trees. The y-axis shows the (g) AUC 
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of the ROC curve from the sensitivity-specificity plot and (h) F1 score. The performances of the models 

from each learning rate are depicted as a line. With a maximum tree depth of nine and a learning rate of 0.1, 

gamma = 1 shows the best performance.  

 

(i, j) Prediction performances of RF with varying maximum tree depths and numbers of trees. The x-axis 

represents the differing maximum depths of decision trees. The y-axis shows the (i) AUC of the ROC curve 

from the sensitivity–specificity plot and (j) F1 score. The performances of the models based on the numbers 

of trees are depicted as a line. Only the RF model with no limit to the maximum depth of a tree and 30 for 

number of trees shows a higher F1 score than the 95% confidence interval of a random prediction 

performance. 

 

(k, l) Prediction performances of RF with varying maximum depths of a tree, number of trees, minimum 

sample split, and minimum leaf samples. The x-axis represents the differing maximum depths of decision 

trees. The y-axis shows the AUC of the (k) ROC curve from the sensitivity-specificity plot and (l) F1 score. 

The performances of the models based on each number of trees are depicted as a line. With no limit to the 

maximum depth of a tree and 30 for number of trees, a higher minimum sample split shows a higher AUC 

of the ROC curve but a lower F1 score. The minimum number of leaf samples does not show a consistent 

variation with the other varying numbers. Because the F1 scores are changed more than the AUC of the 

ROC curve and because the default minimum sample split for RF is one, we selected this value as the 

minimum sample split in the following analysis.  
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Supplementary Fig. S2

a

b
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Supplementary Fig. S2. ROC curve of the sensitivity analysis with differed methods for dividing the test 

dataset. (a) Performance of the model without using cross-validation (p = 0.766). (b) Performance of the 

model without using cross-validation and tested using the independent dataset (p = 0.791). 
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Supplementary Fig. S3. F1 score and AUC of the precision-recall curve with balanced test dataset. 
(a) F1 score, (b) AUC of the ROC curve.
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Supplementary Fig. S4. The results of a feature importance analysis from the model trained using (a) 

XGBoost and (b) RF models. The x-axis shows the clinical variable inputs. The y-axis represents the feature 

importance score calculated based on (a) the relative importance (b) and the mean decrease in accuracy. 

The two most important features from the feature importance analysis with the ANN model are highlighted 

in red.  
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