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Supplementary Text 
 
1. Solar wind conditions at the time of formation of the large young basins  
We seek to estimate the strength of the ambient interplanetary magnetic field (IMF) during the time 
of the young basin-forming impacts. The ages of the young large basins range between ~3.7-4 Ga 
ago (26) with the Imbrium event occurring sometime between 3.75-3.87 billion years (Ga) ago. As 
discussed in ref. (1), these formation times overlap the period when Apollo sample paleointensities 
are estimated to have reached tens of µT (i.e., 3.56 to 4.25 Ga ago) (2). Using the time of formation 
of calcium aluminum-rich inclusions (CAIs) as the formation age of the solar system (4.567 Ga 
ago), we find that the Sun was 0.317 to 1 Ga old at the time when the highest paleointensities were 
recorded by the Apollo samples and was 0.7-0.8 Ga old at the time of the Imbrium impact. 
 The solar wind and IMF properties depend on the Sun’s surface magnetic field and its 
rotation period, which changed over time. Their values can be estimated for main sequence stars 
from stellar evolution and dynamo models (51) (Fig. S1 top). To obtain the resulting IMF at 1 AU, 
we assume the IMF takes the form of the Parker spiral, an Archimedean spiral prescribed by the 
rotation rate of the Sun and the radial wind speed (Fig. S1 middle). The magnitude of the IMF can 
then be found from conservation of flux as the wind expands into space (Fig. S1 bottom). There is 
uncertainty in obtaining the IMF magnitude at 1 AU from the surface field because not all of the 
solar surface contributes flux to the heliosphere. In Fig. S1 bottom, the green curve shows an 
extreme upper limit of the IMF at 1 AU obtained by assuming that all the surface flux on the Sun 
contributes to the IMF due to stretching by the solar wind flow. This is not realistic since the surface 
magnetic fields of Sun-like stars are sufficiently strong to trap the wind over a considerable fraction 
of their surfaces, giving rise to closed-field regions. This fraction was likely much lower than 100% 
for most of the Sun’s history. For example, the present-day Sun has only about 30% of its surface 
covered with open magnetic field lines. For a younger Sun, this fraction is likely even smaller 
because younger stars have stronger surface fields (51). This conclusion is supported by detailed 
surface field measurements and solar wind modeling of a young stellar object that approximates the 
Sun at 10 My (31). Thus, for a ~300 My Sun, the 30% open-field fraction is an upper limit.  

At the formation times of the basins (0.7-0.8 Ga after CAI-formation), we find that the IMF 
was between 10 nT (assuming a 30% open-field fraction) and ~32 nT (assuming the unrealistic 
upper limit of a 100% open field fraction (Fig. S1). This range encompasses the 30 nT value 
suggested by ref. (20). We conclude that 30 nT is likely an overestimate of the actual IMF, but 
nonetheless adopt it to both so we can compare our results with ref. (20) as well as to be conservative 
(such that any amplified field obtained under this assumption would be also an overestimate). 

 
 
 
 
 

 
 



                
 

 
 
Fig. S1. Solar wind and IMF conditions over time. These properties are derived following ref. 
(37) using assumptions detailed in Section 1. Red solid vertical lines mark the ages of 0.317 Ga and 
1 Ga after CAI-formation, which correspond to the beginning and end of the high-field epoch when 
Apollo sample paleointensities reached tens of µT.	The shaded light-red rectangle in the bottom 
panel corresponds to the formation time of the Imbrium-forming event (sometime between 0.7-0.8 
Ga after CAI-formation) during which the crustal magnetization antipodal of Imbrium is proposed 
to have been acquired. (Top) Rotation period of the Sun, 𝑃, as a function of the Sun’s age. (Middle) 
Terminal solar wind speed (the speed the wind achieves at a distance from the Sun where 
acceleration has already ceased), 𝑉, at 1 AU as a function of the Sun’s age. (Bottom) The magnitude 
of the IMF, 𝐵, at 1 AU as a function of the Sun’s age. The green curve represents the IMF magnitude 
assuming all the surface flux reaches interplanetary space (an extreme upper limit that neglects 
closed-field regions on the Sun). The blue curve represents the IMF magnitude when assuming a 
fraction of the solar surface that has open flux equal to that of the present-day Sun. The actual value 
throughout the Sun’s evolution was likely between these two limiting curves. 
 
2. Lunar electrical conductivity profile  
The electrical conductivity, 𝜎, of the lunar crust and mantle were measured during the Apollo era 
(52). The conductivity increases with depth, with the crust being orders of magnitude more resistive 
than the mantle. Typical values for the mantle are 𝜎!"#$%& = 10-3-10-2 S m-1 and for the crust are 
𝜎'()*$ = 1×10-8 S m-1.  
 The conductivity in the core is much higher than in the crust and mantle. According to recent 
estimates, the Moon formed at ~4.51 Ga ago (53) and the core’s radius is 𝑟'+(&= 330 km (54). The 
present-day lunar core is estimated to have an electrical conductivity of 𝜎,-./= 1.1-1.5x104 S m-1  
(55) given the core pressure of 5-6 GPa and temperature of 1000-1600 K. However, at the time of 
basin formation, the core temperature is estimated to have been 1400-2000 K (56). For such 
temperatures, experiments indicate a pure Fe core at lunar interior pressures will have an electrical 
conductivity of 104 to 106 S m-1 (57).  These conductivity values are so large that the core effectively 
has infinite conductivity given the timescale of our impact simulations (see section 3). As such, we 
assumed that the core is a perfect conductor in our simulations. The lunar conductivity as a function 
of depth is depicted in the top panel of Fig. S2. 
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Fig. S2. Conductivity and diffusivity model for the lunar interior. (Top) Electrical resistivity 
of the Moon as a function of radial distance from the center in units of the lunar radius, 𝑅!. 
(Bottom) The cumulative magnetic diffusion timescale, 𝜏, into each layer. 
 
 
3. Magnetic dissipation in the crust and removal of magnetic energy after the impact 
3.1 The dissipative mechanism  
The evolution of the magnetic field inside the Moon is governed by the induction equation: 
                                     

																																																																					
𝜕𝑩
𝜕𝑡 =

1
𝜎𝜇 ∇

0𝑩																																																											  (1)	

                                                     
where 𝑩 is the magnetic field vector and 𝜇 is the magnetic permeability. For the crust and mantle 
of the Moon, 𝜇 ≈ 𝜇1 where 𝜇1 is the permeability of free space (58). Note that here we have 
neglected the displacement current in Ampere’s law, an assumption that holds everywhere on the 
Moon for time scales larger than 0.01 s.  

Induction in a resistive medium can give rise, under certain field geometries, to ohmic 
dissipation such that the total magnetic energy is not conserved but rather converted into heat. The 
distribution of currents inside the different layers of the Moon during the cloud expansion is 
complex and constantly changing and is solved directly in the simulations. Here we estimate the 
loss rate from general physical principles to verify that the simulations are consistent with analytical 
theory.  

Ohmic dissipation can be obtained by dotting Eq. (2) with the magnetic field vector:  
   

𝑩 ∙
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After some manipulation, this becomes: 
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Using Ampere’s law ∇ × 𝑩 = 𝜇𝑱, where 𝑱 is the current density, this can be written as: 
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Recognizing that the magnetic energy density is 𝐸3 = 𝐵0/2𝜇, substituting into Eq. (3) and dividing 
by 𝜇, we get the time evolution of magnetic energy: 
                                                

																																																													
𝜕𝐸3
𝜕𝑡 =

1
𝜎𝜇 ∇

0𝐸3 +	
1
𝜎 𝐽

0																																																			 (4)	

                                    
Eq. (4) shows that the magnetic energy follows a classic diffusion equation (e.g., for temperature) 
but with an additional loss term that depends on the magnitude of the currents and the conductivity, 
often called Joule heating or ohmic dissipation.  

The energy density lost to ohmic dissipation per unit time is given by the second term on 
the right-hand side of Eq. (4): 
 
                                                                    𝑊 =	 𝐽0/𝜎                                                           (5) 
         
Ohmic dissipation implicitly occurs in resistive bodies whenever the field is not curl free. Note that 
a diffusion equation for a scalar quantity (e.g., temperature) would not have this term; it emerges 
as part of the vector Laplacian in Eq. (1).  
 
3.2 Dissipative power of a given layer in the interior of the Moon 
If we assume the conductivity is spherically symmetric, we can estimate the energy lost from ohmic 
dissipation inside the Moon in a spherical layer spanning from 𝑟 = 𝑟4 to 𝑟 = 𝑟0, where 𝑟 is the 
radial distance from the center of the body. If the layer is sufficiently thin, we can assume the 
conductivity is uniform across the layer and the dissipative power of the layer, 𝑊%"5&(, can be 
calculated exactly:  
                                       

																																												𝑊%"5&( =	
1
𝜎 B 𝐽0𝑑𝑉 = 	

4𝜋
𝜎 B 𝐽0𝑟0𝑑𝑟																																											

.!

."6

	(6)	

                             
where the last step represents integration over the spherical shell in the azimuthal and polar 
directions.   
 The main change in 𝐵 would occur between the interior, which initially has magnetic energy 
corresponding to an induced field of 30 nT, to the cavity created by the expanding vapor, which has 
a field of < 5 nT. We therefore expect the largest contribution to the current to be derivatives in 𝑩 
in the radial direction, such that the current flows mostly along spherical surfaces. Thus, 𝐽 can be 
approximated by: 
 

𝐽	 ≅ 	
∆𝐵
𝜇∆𝑟 

   



S
 

where ∆𝐵 is the change in 𝐵 over a scale length ∆𝑟 (which may be differ from the layer’s thickness). 
Inserting this into Eq. (6) and integrating, we get the estimated dissipative power:                                       

																																																				𝑊%"5&( =	
4𝜋
3𝜎𝜇0

(𝑟07	 −	𝑟47) J
∆𝐵
∆𝑟K

0

																																											(7)	

                             
Layers with high resistivity or those experiencing large changes in 𝑩 may give rise to strong 
dissipation and constitute efficient sinks of magnetic energy. This is illustrated in Fig. 1 in the main 
text and in Fig. S3. 
 
3.3 Estimated dissipation rate and removal time of the initial magnetic energy 
The initial magnetic energy inside the Moon, assuming a uniform field of 30 nT induced by the 
IMF and integrating over the entire body, is 7.8×109 J. The magnetic energy in the crust alone 
(assuming a thickness of ~0.05 𝑅! ) is 1.1×109 J. These values should be compared to estimates of 
loss of magnetic energy due to dissipation under the different magnetic configurations reflected in 
the simulations. 

For a crustal conductivity of 10-8 S m-1, and taking into account the fact that the cloud expansion 
exposes the crust to a gradient between 30 nT at its bottom to 3 nT at the surface, we get ∆𝐵 = 27 
nT and ∆𝑟 = 0.05 𝑅! for 𝑟4= 0.95 𝑅! and 𝑟0 = 1 𝑅!. This gives a dissipative power of the order of 
2×1013 W in the crust alone, demonstrating that the crust is a very effective dissipator. The initial 
magnetic energy stored in its inductive currents (due to the solar wind flow) would be cleared 
almost immediately from regions in the crust adjacent to the magnetic cavity. This dissipative 
efficiency does not appear under pre-impact conditions: with a constant IMF flow, there is no curl 
in 𝑩 in the upwind side such that the magnetic field diffuses through the body almost without loss, 
while magnetic energy is constantly being replenished by the incoming wind. 

In the simulations, we implemented a slightly higher conductivity in the crust in order to ensure 
numerical stability, of 10-6 S m-1. We next verify that the dissipation observed in the simulations is 
not overestimated by numerical effects. We therefore seek a lower limit estimate of the dissipative 
power that should emerge from the simulations.  First, we relax the assumption that the length scale 
of changes in the field, ∆𝑟, is only as thick as the crust, and instead allow for the smoothest 
conceivable transition from the initial 30 nT value to the cavity values by setting ∆𝑟 = 0.8 𝑅! (that 
is, by allowing the field to vary smoothly from the core-mantle boundary to the surface). Second, 
we only consider dissipation by the crust and neglect dissipation within other layers. With these 
assumptions, we estimate a dissipative power of at least ~7.5×108 W, meaning that about 10% of 
the total initial magnetic energy inside the Moon is converted into heat every second. This is 
consistent with the observed removal of magnetic flux with time in Figs. 1-2 in the main text. 
 
4. Magnetic diffusion timescale and the initial induced field inside the Moon due to solar wind 
variability 
The magnetic diffusion timescale, 𝜏, for a slab of length 𝐿, is given by: 
 
                                                             𝜏 = 	𝜇𝜎𝐿0                                                                (8) 
 
The diffusion time as a function of depth is shown in the bottom panel of Fig. S2. The diffusion 
time allows us to estimate the initial induced field inside the Moon subjected to a changing IMF.  

The diffusion timescale through the upper mantle is of the order of hours. It therefore 
sustains a field similar to typical instantaneous values of the IMF, because large-angle rotations of 
the IMF occur on a similar timescale (31). The diffusion time through the crust will be of the order 
of fractions of seconds. It too would essentially respond to outside changes (be it the wind or the 
impact) almost immediately. It therefore does not matter what the field in the crust and upper mantle 
is initially as it would be washed out quickly with any external change.	 



 

	 However, the situation is significantly different for the core, which has a much higher 
conductivity. The lowest diffusion time through the core is obtained for the lowest conductivity 
𝜎'+(& = 1.1×104 S m-1. Substitution into Eq. (8) yields a core diffusion timescale, 𝜏'+(&, of tens of 
years. Such a timescale encompasses at least one solar cycle (~22 y for the present-day Sun) and 
probably more, since stellar activity cycles are shorter for young Sun-like stars (59). Present-day 
solar wind statistics show that the IMF vector averaged over a solar cycle has a magnitude of about 
1% of the mean hourly-averaged IMF magnitude, because of changes in direction on multiple 
timescales (31). Thus, the magnetic field that diffused into the core at 3.8 Ga ago would average 
out over the core diffusion timescale and would be only 1% of the young Sun's IMF.  In the lower 
mantle, the diffusion time varies from days to many months; according to ref. (31), the magnitude 
of the vector average of the IMF over these time scales is 10%-20% of the instantaneous value. 

Because the highly resistive crust diffuses magnetic flux on such short time scales, for the 
purpose of the simulations we implemented a crustal resistivity of hcrust = 1×106 W m. This also 
allows us to achieve numerical stability for larger time steps and cell sizes than those that would be 
dictated by the real resistivity. This value was chosen such as to enable computationally feasible 
simulations while ensuring that Moon does not pile up or accumulate the incoming IMF prior to 
impact (such that the diffusion time scale equals or is shorter than the convection time scale of the 
solar wind past the Moon).  
 
5. Vapor expansion, shock formation, and cutting off of the solar wind from the Moon 
The impact vapor constitutes an obstacle to the wind, causing it to decelerate and pile up. Since the 
solar wind is super-fast-magnetosonic, its deceleration is accompanied by a shock ahead of the 
vapor (Fig. S3). At the same time, the vapor continues to be accelerated due to its high pressure, 
thereby becoming super-fast-magnetosonic. Accordingly, at the edge of the magnetic cavity, the 
magnetic field becomes larger and a clear transition from superfast to sub-fast flow occurs. As the 
vapor continues to expand (middle panel of Fig. S3), it sweeps up increasingly more of the incoming 
IMF, further amplifying the field in the region located between the two flows and their shock fronts. 
Eventually, the vapor extends over a region large enough such that the hydrodynamic shock of the 
wind is pushed back and away from the entire Moon. At this point, the sweeping of the IMF by the 
vapor becomes less effective and the amplification saturates as the Moon becomes disconnected 
from the IMF.  
 



 

 
 
Fig. S3. Conversion of kinetic energy into magnetic energy due to piling up of the solar wind 
against the impact vapor (Case 1). Shown are snapshots (from top to bottom) taken at 10 s, 20 s, 
and 70 s after the launch of vapor from the basin. The left column shows the kinetic energy density 
(color contours) and plasma velocity (black arrows). The white curves in the left column trace the 
locations where the sonic Mach number, 𝑀* is equal to 1, marking the hydrodynamic shock created 
by the deceleration of the solar wind. The black circle denotes the Moon. The right column shows 
the magnetic energy density (color contours) and the magnetic field vector (black arrows). The field 
points in the direction of the arrows with an intensity proportional to the length of the arrows. The 
white curves in the right column trace the locations where the fast magnetosonic Mach number, 𝑀9, 
is equal to one. This marks the transition between the magnetic cavity and the magnetized solar 
wind where there is a MHD shock. The purple curve inside the cavity marks where the vapor 
becomes super-fast magnetosonic with  𝑀9 = 1 due to the gradual increase in its speed; it does not 
mark a shock.  
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Fig. S4. Results from impact simulations using the iSALE-2D code. Shown are (left to right) 
the density, temperature, and the x- and y-velocity components at four times (top to bottom) 100 s 
apart, starting at 162 s after the impact. The x axis is in the horizontal direction and the y axis is in 
the vertical direction (opposite gravity), representing a cylindrically symmetric physical domain. 
The initial impact occurs at (x, y) = (0,0). The material shown here only includes vapor (solid and 
liquid ejecta are not depicted). Distances are shown in units of lunar radii, 𝑅!. 
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Fig. S5. Total mass rate of vaporized mass coming out of basin as a function of time.  These 
results were obtained by integrating the mass flux through a cross-sectional area that cuts through 
the basin in Fig. S4 at y = 0.2 𝑅!, chosen because at this height most vapor is moving upward. 
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Fig. S6. Plasma flow and magnetic field evolution following different basin-forming impacts 
on the Moon (Cases 3, 5, and 8).  Shown are snapshots from 50 s after the launch of vapor from 
the basin for the remaining three simulations from Table S1 not included in Fig. 3. Layout, color 
coding, and symbols are as in Fig. 3. (A) Colder initial vapor (Case 3). (B) Faster solar wind flow 
(Case 5). (C) No wind flow (Case 8). 
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Table S1. Summary of the simulations included in the parameter space study.   
Case # Impact 

location 
∂IMF (o) Additional 

parameter change 
max(Bsurface) (µT) Effect on field 

enhancement 
1 wake 90  0.059  
2 upwind 90  0.030 No enhancement inside 

the body  
3 wake 90 Colder vapor (500 K) 

(slower expansion) 
0.067 Longer magnetic link 

with the compressed 
wind 

4 wake 0 Colder vapor (500 K) 
(slower expansion) 

0.030 No enhancement inside 
the body  

5 wake 90 Faster wind 
(1000 km s-1) 

0.096 More compression 

6 wake 90 Higher conductivity in 
the crust and mantle 
(10-2 W m) 

0.048 Less field changes inside 
the body 

7 wake 90 Faster wind (as in #5) 
and colder vapor (as 
in #3) 

0.107 More compression, 
longer magnetic link with 
the compressed wind 

8 Earth’s 
tail 

90 No wind 0.044 Little compression 

Note: The first column lists the simulation identifier. The second column lists the location of the impact with respect 
the Sun or Earth. The third column lists the angle the IMF makes with the solar wind flow direction, ∂IMF. The fourth 
column lists additional parameters that were changed for each simulation. The fifth column lists the maximum 
magnetic field obtained in this process. The last column includes notes. 

 

Movie S1. Time-dependent plasma flow and magnetic field evolution following a basin-
forming impact on the Moon. The movie shows the evolution after the impact described in Case 
1 (baseline scenario) in a plane containing the impact vector (–z direction), solar wind flow (+z 
direction) and the IMF (+x direction). The impact location is at (x, y, z) = (0, 0, 1) Rm. The left panel 
shows the plasma density (color contours) and velocity (white arrows, scaled to the speed and 
pointing in flow direction). The right panel shows the magnetic field magnitude (color contours) 
and vector (black arrows, scaled to magnitude and pointing in field direction). Snapshots from this 
simulation are shown in Fig. 1. 
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