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SUPPLEMENTARY INFORMATION

Supplementary Note 1. Reference data generation

The coupled cluster (CC) reference data used for train-
ing the models was created by creating a representative
subsampling [1] of the MD17 datasets [2] for the three
molecules under study. For the toluene molecule, the
same procedure was followed to generate the data at the
Hartree-Fock/aug-cc-pVQZ level of theory and density
functional theory (DFT:PBE0+MBD/really tight).

The CC data was generated by single-point force
and energy calculations using all-electron coupled clus-
ter with single, double, and perturbative triple excita-
tions (CCSD(T)/cc-pVDZ) for toluene. In the case of
aspirin, CC calculations up to double exitations (CCSD)
were done using Dunning’s correlation-consistent ba-
sis set cc-pVDZ. All CC calculations were done using
the interactive quantum chemistry programming envi-
ronment Psi4 [3–5]. For paracetamol, we have used
PBE0+MBD/really tight given that it provides better
energetic values relative to CCSD(T)/cc-pVDZ than
CCSD/cc-pVDZ as shown in Table. I The DFT calcu-
lations were performed using the FHI-aims software [6].
All our calculations, including CC and DFT, were done
using all electrons.

Supplementary Note 2. Numerically tabulated
atom-centered orbitals

The Dunning’s correlation-consistent basis set is a well
established basis, then not much detail has to be included
in this sections to describe their accuracy and capabili-
ties. On the other hand, numerically tabulated atom-
centered orbitals (NAOs), as implemented the FHIaims
package, are less known. NAOs basis sets in the FHIaims
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package are constructed to be transferable and hierar-
chical basis sets to systematically reach basis set conver-
gence limit (sub-meV-level accuracy on the total energy).
The basis sets are constructed starting from a minimal
basis set (minimal free-atom basis) and then systemat-
ically adding new energetically-favorable functions from
a pool of basis functions (hydrogen-like, cation-like, and
atom-like functions with a variable confinement poten-
tial). Then, the basis used in this work, named “re-
ally tight” in the code, consists in, for example the hydro-
gen like functions for C[{minimal}+H(nl,z)]: {[He]+2s
2p}+H(4f,9.8). A more detailed description can be found
in the original article by Blum et al. Comput. Phys.
Commun. 180, 2175 (2009). [6] In general, the really tight
basis set computed energies are expected to be converged
at a level of few meV, for example in the case of the
molecular system (H2O)2, the error achieved with this
basis set is ∼1 meV/atom, which for practical terms is
converged with respect to the basis set size. Based on this
and the extended analysis presented in the original pub-
lication, it is expected that molecular calculation using
this atomic basis set are expected to give near converged
results.

SUPPLEMENTARY TABLE I. Energies relative to the global
minimum of the local minimum (local) and the transition
state (TS). The energies are in kcal mol−1 computed with
different levels of theory. The CCSD and CCSD(T) were cal-
culated using the cc-pVDZ basis set and the DFT calculation
used really tight basis as implemented in FHIaims. [6]

Molecule Level of theory

paracetamol CCSD CCSD(T) PBE0+MBD

Local 0.3836 0.3788 0.3696

TS 3.0640 3.4445 3.4475

TS - Local 2.6804 3.0657 3.0780
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SUPPLEMENTARY FIGURE 1. Classical (MD) and path
integral molecular dynamics (PIMD) simulations at room
temperature of aspirin described by the sGDML@CCSD
molecular force field using the basis set cc-pVDZ (A) and cc-
pVTZ (B). The plots are projections of the dynamics to the
two main degrees of freedom of aspirin: carboxyl and ester
dihedral angles.

Supplementary Note 3. Calculation of En→π∗

Natural Bond Orbital (NBO) second order perturba-
tive energies En→π∗ obtained from NBO 7.0 [7] calcula-
tions coupled with ORCA 4.1.2 [8, 9] at CCSD/cc-pVDZ
level of theory were taken as the stabilization energies
due to n → π∗ interactions. Such interactions, which
play an important role in molecular reactivity and con-
formation (for instance, the Bürgi-Dunitz trajectory [10]
preferred during nucleophilic attacks at a carbonyl car-
bon), comprise delocalization of lone-pair electrons (n) of
an electronegative atom into an empty π∗–antibonding
orbital of an aromatic ring or a carbonyl group [11–13].

Supplementary Note 4. Statistical convergence with
the basis set size

For small molecules considered in our work, the conver-
gence of their thermodynamical and statistical properties
do not require large basis sets. To show this, Supple-
mentary Figure 1 presents the results of classical MD
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SUPPLEMENTARY FIGURE 2. Comparison of the time
evolution of the methyl rotor dynamics in toluene using classi-
cal MD and PIMD. Four different levels of theory were used to
describe the potential energy surface, A) Hartree-Fock (HF),
B) coupled cluster with single, double, and perturbative triple
excitations (CCSD(T)), and density functional theory using
the C) PBE0 functional and D) PBE0+MBD. The size of the
bins are 5 ps × 6◦.

and PIMD simulations using a sGDML model for as-
pirin trained on CCSD/cc-pVDZ and CCSD/cc-pVTZ
reference calculations, which display statisticaly the same
behaviour. This means that intramolecular interactions
in small molecules are already statistically well captured
with cc-pVDZ basis set.
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SUPPLEMENTARY FIGURE 3. A) Free (green) and localized (red) states in a classical MD simulation of the methyl rotor in
the toluene molecule. The size of the bins are 5 ps × 6◦. B) Correlation between the bond lengths dC3−C2 and dC7−C2 during
the free and localized states of the methyl rotor. C) Dynamical correlation between the Wiberg’s bond index for the bond
C3 − C2 and bond length dC3−C2 (left) and bond length dC7−C2 (right). The classical MD (red) is contrasted with the PIMD
(blue) simulations. The simulations were done at room temperature at the sGDML@CCSD(T) level of theory. D) Methyl
rotor’s PES for different fixed values of the C2−C3 distance (left) and its qualitative relationship with the Wiberg bond index
(right).

Supplementary Note 5. Molecular dynamics settings

The molecular dynamics simulations were done using
the i-PI code [14, 15] with the sGDML force field in-
terface [16]. The integration time-step was set to 0.2 fs
using the NVT ensemble and the total simulation time
was 0.5 ns. All the simulations were performed at room
temperature.

The path integral molecular dynamics (PIMD) sim-
ulations were performed using a baseline of 16 beads,
value which in most cases gives converged thermody-
namic properties of molecules at room temperature [17–
19]. Such convergence was corroborated by running
shorter PIMD trajectories (100 ps instead of 0.5 or 1
ns) using 32 beads. In the particular case of the methyl
rotor dynamics in toluene, given the unexpected localiza-
tion, the convergence of the results was validated running
simulations using up to 64 beads.

Supplementary Note 6. Methyl rotor analysis:
Different levels of theory

As mentioned in the main text, the rotor localization
does not depend on the level of theory used to describe

the PES of the toluene rotor localization. Supplemen-
tary Figure 2 shows direct evidence of this statement.
The most evident case is that Hartree-Fock (HF/aug-
cc-pVQZ) displays the same trends as CCSD(T)/cc-
pVDZ even though their rotational barriers are 0.0008
kcal mol−1 and 0.028 kcal mol−1, respectively. The
same results are obtained using DFT with PBE0 and
PBE0+MBD. The many body dispersion (MBD) [20, 21]
treatment of the van der Waals interaction [22, 23] in-
creases the PBE’s rotational barrier given its tight rela-
tionship to the correlation energy. Despite the differences
in the four levels of theory used for the simulation, the
methyl rotor hindering was proven to be level-of-theory
agnostic.

All the PIMD simulations in Supplementary Figure 2
were done using 16 beads, but they were validated with
shorter simulations with upto 64 beads.

Supplementary Note 7. Origin of the rotor energetic
barrier

From the electronic structure point of view, previ-
ous studies suggested that [24–27] the Me rotational en-
ergy barrier EMeRot originates from the difference of the
π-bond order between the two ring bonds C2−C3 and
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SUPPLEMENTARY FIGURE 4. Diagram for creating the noncovalent interactions dataset. A) From a pair of individual
molecular dynamics trajectories performed under the same conditions (e.g. temperature, thermostat, and level of theory) for
molecules 1 and 2, each trajectory is randomly sampled to collect a dataset of snapshots of molecular configurations (rectangles
in orange and purple). Each one of the molecular datasets has N molecular configurations. B) From the two datasets, one for
each molecule, a dataset of randomly selected molecular pairs is assembled separated at a distance R. Then, the intermolecular
interaction energy is computed for the N molecular pairs, averaged and plotted as a function of R. The same procedure is
repeated for several values of R.

C2−C7 near to the Me group (Supplementary Figure
3-B) [25]. To corroborate this and to assess its be-
haviour at finite temperatures, we have monitored the
Wiberg Bond Indices (WBI) of these bonds computed
with NBO 7.0 [7] during a Me localized state (Sup-
plementary Figure 3-A) for classical MD and PIMD.
The correlation WBIC2−C3

∼ −WBIC2−C7
in this plot

agrees with the linear correlations between their corre-
sponding bond lengths (i.e. dC2−C3

∼ −dC2−C3
) in a

localized Me rotor state, giving the direct relationship
WBIC2−C3

∼ −dC2−C3
∼ +dC2−C7

(see Supplementary
Figure 3-C). In this context, the electron gain/depletion
(bond length decrease/increase) drastically changes the

energy landscape. Computing dC2−C3
-restricted Me ro-

tor PES (Supplementary Figure 3-D) gives a lower bound
estimate for the increase of the EMeRot, which can be
up to ∼400% larger than the reference (∼0.028 → 0.120
kcal mol−1). From these results we can conclude that
the NQE+thermal fluctuations boost the energy barriers
generating the Me hindered dynamics.
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SUPPLEMENTARY FIGURE 5. Strengthening of nonco-
valent interactions in A) methane dimer and B) methane–
benzene system by NQE at room temperature.

Supplementary Note 8. Noncovalent interactions
data preparation

In order to analyse the noncovalent interaction energy
in a systematic way, a set of molecular pairs separated
by regular intermolecular distance (R) intervals has to be
created. An approximation to such curve can be obtained
by sampling MD trajectories of individual molecules and
then create molecular pairs from them. Supplementary
Figure 4 shows the followed procedure. First, from a
MD trajectory (classical or quantum) for molecule 1 sim-
ulated at a given temperature and level of theory, a set
of N randomly sampled molecular configurations is cre-
ated. This is repeated for molecule 2. The two molecules
can be different or the same. This is illustrated in Sup-
plementary Figure 4-A. From the two datasets, a new
dataset of randomly selected molecular pairs is assembled
enforcing a given intermolecular separation R and rela-
tive molecular orientation depending of which molecular
arrangement wants to be analyzed, for example parallel
benzene dimer, and separated at a distance R. Once the
dataset of molecular pairs was created, the intermolecu-
lar interaction energy for each of the N molecular pairs
is computed. Here, we have used symmetry-adapted per-
turbation theory (SAPT)/aug-cc-pVDZ [28–30] as imple-
mented in Psi4 [3–5]. The resulting ensemble of interac-
tion energies is then averaged and plotted as a function of
R. This same procedure is repeated for several values of
R to create an approximate interaction energy curve, as

shown in Supplementary Figure 4-B. As mention before,
the MD trajectories can be obtained from classical or
PIMD simulations, allowing to approximate the change
of intermolecular interactions due to the inclusion of nu-
clear quantum effects.

In order to generate the results in Supplementary
Figure 5 of the main text, classical MD and PIMD
(with 16 beads) simulations were performed at 300K and
sGDML@CCSD(T) level of theory. Then following the
method described above and in Supplementary Figure 4
the interaction energy curves were generated for the three
configurations of benzene pairs. Each one of the ensem-
bles of benzene pairs considered for a given separation R
was formed by 100 molecular pairs. The resulting energy
curves are the defined by the expectation energy value of
each ensemble. Additionally, calculations estimating the
increase in noncovalent interactions were performed for
the methane dimer and the methane–benzene complex as
shown in Supplementary Figure 5.
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