
Supporting Information 
 
Appendix S1 – Segmentation protocols 
 
1. The lungs were segmented as a single structure using RadiomiX (Oncoradiomics 

SA, Liège, Belgium) based on convolutional neural networks by combining 3D and 2D 

architectures. Details on both these architectures are given below. 

1.1 3D lung segmentation 

This model architecture consists of a 3D U-Net 1 with residual blocks 2 in the encoder 

part of the network. Publicly available data from the cancer imaging archive 3 was used 

to train and validate the model. The specific dataset 4 contains CT scans of 422 

confirmed non-small cell lung cancer cases, along with manual segmentations of the 

left and right lungs. The segmentations were performed by an experienced radiologist 

and these segmentations were used as a reference standard. The data was randomly 

partitioned into a training set (n = 322), a tuning set (n = 50), and a test set (n = 50). 

In order to generate homogeneous CT volumes as input for the model, the following 

pre-processing steps were performed. All the volumes were resized to 160 x 160 x 

448 along the x, y and z axis .and image intensities were clipped at a window width of 

1500 HU and a window level of -600 HU (i.e., a standard lung CT window level 

settings).  

The following data augmentations were performed to avoid overfitting 5 on the training 

dataset: 

1. Flipping in different directions: up and down, left and right 

2. Randomly resampling volumes to varying voxel sizes and resize to dimensions 

(160 x 160 x 448) 

3. Rotating (10-30 degrees) onto the left or right direction 



4. Reversing the sequence of axial slices 

The model was trained with the pre-processed volumes and their corresponding 

reference labels, using Jaccard loss 6 as an objective function. Here, the loss is 

calculated in a mini batch of two images per iteration. The network was trained for 10 

epochs and at the end of each epoch the Jaccard loss was calculated on the model’s 

predictions to ensure validation loss convergence. 

1.2 2D lung segmentation 

The 2D lung segmentation model architecture is based on a 2D Feature Pyramid 

Network 7 adapted with ResNext blocks 8 in the encoder. The model was trained and 

validated on the following datasets, 

1. Publicly available dataset with 888 CT scans and the corresponding reference 

annotations for lungs available from LUNA16 challenge 9 

2. Publicly available data from the cancer imaging archive 34 containing CT scans 

of 422 confirmed non-small cell lung cancer cases, along with manual 

segmentations of the left and right lungs. The segmentations were performed 

by an experienced radiologist and these segmentations were used as a 

reference standard. 

The network was trained with the 2D axial slices clipped at a window width of 1500 

HU and a window level of –600 HU and with their corresponding reference labels. The 

network’s weights were updated by using the Adam optimizer  at an initial learning rate 

of 1e-5 10. The model was trained using customized Jaccard loss 6 as an objective 

function where the loss is calculated in a mini batch of 8 images per iteration. The 



network was trained for 5 epochs and at the end of each epoch, the Jaccard loss was 

calculated on the model’s predictions to ensure validation loss convergence. 

The predicted segmentations of each architecture (i.e., the segmentation output from 

both the 3D and the 2D segmentation models) were ensembled and the intersection 

constitutes the final total lung segmentation which is used for extraction of radiomics 

features. The deep learning-based lung segmentation achieved a mean Dice similarity 

coefficient score of 0.92 across the publicly available datasets which indicates 

adequate precision (i.e. no significant over or under segmentation).  
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