Supplementary Information

Extinction probability of an epidemic

To explore the extinction probability and extinction time of an epidemic, we calculate them based on
three kinds of distribution: a) Poisson distribution, i.e., V(k) = E(k); b) power law distribution, i.e., V(k) >
E(k); c) binomial distribution, i.e., V(k) < E(k). The calculation method is as follows:
The probability generating function of k (progeny number of an individual) is defined as

Gis) = ) pes* = E(sY)
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where p; is the probability distributon of k. Note G,(1) =1, G,(0) = p,. Specifically, when k follows

Poisson distribution [k~Poisson(4)], its probability generating function is
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When k follows binomial distribution [K~Bin(n, p)], its probability generating function is
n
n
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The probability that the process is extinct by the n-th generation is

u, = P(N(n) = 0|N(0) = 1) (A1)

where N(n) is the population size at n-th generation. N(0) is just the initial population size. Now u,, <
1,and u, < u,,; —Ii.e., {u,}is abounded monotonic sequence [1]. So

u = lim u,
n—->oo

exists and is called the probability of ultimate extinction. The average extinction time with N(0) = 1 can
be calculated as follows:

T = Z txu, (A2)
t=1
Because of the independence,

P(N(n) = 0|N(0) = k) = uf (43)
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Recall that p,, is the probability distributon of k, we can have the following theorem

= ) Pl (44)
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Furthermore, when n — oo, we can know that u is the smallest non-negative root of following equation [1]

Ge(w) = ) peut =u (45)
k=0

To explore the extinction probability of an epidemic, we calculate the extinction probability based on three
kinds of distribution: a) Poisson distribution, i.e., V(k) = E(k); b) power law distribution, i.e., V(k) > E(K); c)
binomial distribution, i.e., V(K) < E(Kk).

a) Poisson distribution
If k follows Poisson distribution [k~Poisson(A)], its probability generating function is
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we can obtain its ultimate extinction probability by obtaining the smallest non-negative root of following
equation:
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where LambertW isthe Lambert W function [2]. Here we let V(k) = E(k) = 0.5, 1.0, 1.05, 1.1, 1.2, 1.3, 1.4,
1.5, 2, 3, 4, 5. The extinction probability can be obtained by Eq. (A6). The results are shown in Table S1.

b) Binomial distribution
For binomial distribution [k~Bin(n, p)], its probability generating function is
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And its ultimate extinction probability is just the smallest non-negative root of following equation:

Ge(w) =1 -p+pw)" =u (A7)



weletp=g=0.5 EK)=05,1,2,3,4,5. And then V(k) = 0.5E(k). Use Eq. (A7), we can calculate the
extinction probabilities of binomial distribution (Table S2)

c) Power law distribution
Just as Ruan et al. [3] suggest, we let the distribution of k follow the Zipf’s law ([4]; a discrete format of
power law distribution):
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where Hy . = YM_, 1/m°. The mean and variance of k are

HM c—1
E(k) = —==2_1
HM,C

2
HM,C—Z HM,C—I
2
HM,C HM,C

V(k) =

Based on the definition above, we can calculate the extinction probability according to Eq. (A4) and Eqg.
(A5). We let V(k) = 5E(k) or 10E(K), and E(k) ranges from 0.5 to 5. In addition, we do a simulation to test
the accuracy of the analytical equations. The simulation results are consistent with the analytical results
(Table S3 and S4).

Modeling the viral evolution in Ho with different parameter sets

In main text, we simulate the viral evolution in Ho at PLo with following parameter set: power law
distribution with V(k) = 5E(K), initial E(k) = 1.1 (Fig. 4). Here we expand the parameter set: (a) power law
distribution with V(k) = 10E(K), initial E(k) = 1.1, see Fig. S1; (b) poisson distribution with V(k) = E(k),
initial E(k) = 1.1, see Fig. S2. The patterns of Fig. 4, Fig. S1 and Fig. S2 are very similar. All of them show a
biomodal distribution when z = 3, but not when z = 1 or 0.3. The reason for this bimodal distribution is that
most of the invasions with E(k) = 1.1 would fail, which corresponds to the rapidly failed cases. The
remaining would become extinct when the host population develops herd immunity, which takes more
generations (denoted as G) in this simulation. Only in the latter cases would N;, be large enough to yield
adaptive mutations for the virus to overcome the immune suppression. The main difference amont them is G
will turn to be larger as V(K) increases. This is because as V(K) increases, the time of extinction of fixation is
shorten [5].
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Supplementary tables and figures

Table S1. Extinction probability of Poisson distribution with V(k) = E(k)

E(k=05 1 105 11 12 13 14 15 2 3 4 5
N@O)=1 1 1 091 082 0.69 058 049 4.2E-01 2.0E-01 6.0E-02 2.0E-02 7.0E-03
2 1 1 082 0.68 047 033 0.24 1.7E-01 4.1E-02 3.5E-03 3.9E-04 4.9E-05
3 1 1 074 056 032 019 0.12 7.3E-02 8.4E-03 2.1E-04 7.8E-06 3.4E-07
4 1 1 067 046 0.22 0.11 0.06 3.0E-02 1.7E-03 1.3E-05 1.5E-07 2.4E-09
5 1 1 061 0.38 0.15 0.06 0.03 1.3E-02 3.5E-04 7.5E-07 3.1E-09 1.7E-11
Table S2. Extinction probability of binomial distribution with V(k) = 0.5E(k)
E(k)=0.5 1 15 2 3 4 5
N(0)=1 1.00 1.00 24E-01  8.7E-02  1.7E-02  4.0E-03  9.9E-04
2 1.00 1.00 5.6E-02  7.6E-03  3.0E-04 1.6E-05 9.8E-07
3 1.00 1.00 1.3E-02 6.7E-04 5.2E-06 6.5E-08  9.7E-10
4 1.00 1.00 3.1E-03 5.8E-05 9.0E-08 2.6E-10  9.6E-13
5 1.00 1.00 7.3E-04 51E-06 16E-09 1.1E-12  9.5E-16
Table S3. Extinction probability of power law distribution with V(k) = 10E(k)
E(k)=05 1 105 11 12 13 14 15 2 3 4 5
N(0)=1(simulation) 1.00 1.00 1.00 0.98 096 093 092 0.89 0.80 0.63 052 0.39
N(0O)=1(analytical) 1.00 1.00 0.99 098 096 093 091 090 0.78 0.63 051 041
2 1.00 1.00 0.98 0.96 092 087 084 080 0.61 0.39 026 0.17
3 1.00 1.00 0.97 0.94 088 082 0.77 0.72 047 0.25 0.13 0.07
4 1.00 1.00 096 0.92 084 076 0.70 0.65 0.37 0.15 0.07 0.03
5 1.00 1.00 095 091 081 071 064 058 0.29 0.10 0.03 0.01
Table S4. Extinction probability of power law distribution with V(k) = 5E(k)
E(k)=05 1 105 11 12 13 14 15 2 3 4 5
N(0)=1(simulation) 1.00 1.00 0.98 0.97 092 0.88 0.86 0.82 069 047 036 0.37
N(0O)=1(analytical) 1.00 1.00 0.98 0.96 092 0.89 085 0.82 067 048 0.36 0.35
2 1.00 1.00 0.96 0.92 085 0.79 0.72 0.67 045 0.23 0.13 0.12

1.00 1.00 094 088 0.78 0.70 0.61 055 0.30 0.11 0.05 0.04

3
4 1.00 1.00 092 085 0.72 063 052 045 020 0.05 0.02 0.02
5 1.00 1.00 090 0.82 066 056 044 037 014 0.03 0.01 0.01
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Fig. S1. The distribution of T;,; and N, after viral invasion. A virus (i.e., N(0) = 1) with initial E(k)

= 1.1 invades human population (population size is 1000). The distribution of k follows a power law

distribution with V(k) = 10E(k). T;,s is the duration between the initial infection and ultimate extinction.

Ninf is the total number of infected individuals summed over all generations. Due to the prior build-up of

herd immunity, E(K) will decrease at 3 different rates (z = 3, 1, or 0.3) as shown in Fig. 4a — 4c, respectively.

For each parameter set, 3000 repeats are simulated. Each repeat is portrayed by a thin line in the last panel
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Fig. S2. same as Fig. S1 except that the distribution of k follows a Poisson distribution with V(k) = E(k).



