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1. Reads alignment 

Reads were first quality controlled (parameter: -l 70 -s 20) and trimmed (parameter: -q 20) by NGSQC 

Toolkit v2.3.3 (Patel and Jain, 2012). Simultaneously, NGSQC Toolkit was also used to remove 

adapters. The filtered reads were aligned to the S. scrofa 11.1 reference genome using BWA v 0.7.17 

(Li and Durbin, 2009). SAMtools v 1.9 (Li et al., 2009) and Picard v1.119 were used to reorder and 

sort alignment results. Genome Analysis Toolkit (GATK) v 3.8 (DePristo et al., 2011) was used to 

correct each individual’s alignment results with marking duplicates, local realigning around indels and 

base quality score recalibration procedures. 

2. SV detection 

2.1 Methods 

Six software were used to detect SVs, including Breakdancer, Pindel, DELLY, Manta, Genomestrip, 

and CNVnator. 

Breakdancer was used to identify deletions (>100bp), insertions (>100bp), inversions, 

intra-chromosomal, and inter-chromosomal translocations according to the Read-pair algorithm(Chen 

et al., 2009). Pindel was utilized to detect short insertions and deletions, tandem duplications and 

inversions based on the Split-reads methods (Ye et al., 2009). DELLY and Manta were appropriated to 

discover size-extensive unbalanced rearrangements as well as balanced rearrangements. Furthermore, 

these two software all used Read-pair and Split-reads methods (Rausch et al., 2012; Chen et al., 2016). 

Genomestrip, integrating Read-pair, Read-depth and Split-reads algorithm, had the highly accurate and 

sensitive ability for deletions detection(Handsaker et al., 2015). Finally, CNVnator was used to 

investigate the copy number variations on the whole genome by the Read-depth method (Abyzov et al., 

2011). 

Because some low coverage samples were collected in our study, to ensure our SV detection accuracy, 

we first pre-filtered the results of all software. For the results of DELLY, Manta, Genomestrip and 

CNVnator, we removed the sites which read depth smaller than 8×. Because the average coverage of 

low-coverage samples (these samples’ coverage smaller than 10×) was 6×, we choose 8× as the 

thresholds (average of 6 and 10) to filter the false positive sites and keep sites with more supporting 

reads. The site, which frequency was smaller than 0.05, was removed from the results of Breakdancer 

and Pindel. 

After pre-filter, we merged the results of each software as follows:  
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(a) The two locus (except translocations), which reciprocal overlap >75%, exist in different  

software were considered as one locus (Sudmant et al., 2015).  

(b) The SVs sites were retained only when two or more software simultaneously detected the site.  

(c) The start and end of SVs were determined by calculating the median method. This method first  

collected all sites that were considered as the same SV. Then, the median of the start or end positions of  

all collection sites were calculated and regarded as the merged SV’s start or end positions, respectively.   

(d) DELLY, Manta and Genomestrip can predict the genotype of each SV site. The genotype of  

one SV should be confirmed by the above two software, at least. Other sites and the sites detected by  

Pindel and Breakdancer were predicted by SVTyper (Chiang et al., 2015).  

2.2 Results  

The results of each software listed below:  

  Software 

SV_type Breakdancer DELLY Manta Genomestrip Pindel CNVnator 

Deletion 32097 55109 47680 31967 16402  

Insertion 14180 2865 3672  3153  

Duplication  9655 10087  5894  

Inversion 4541 18564 7608  12013  

Translocation 2126 0 134    

CNV           2040 

  

3. SNP discovery  

GATK and SAMtools were combined to call SNPs. The Haplotypecaller pipeline of GATK was used  

to detect and genotype variants. The results of SAMtools were supplied to select the reliable SNP sites  

of the GATK’s results using the “SelectVariants” function of GATK. After that, the SNPs were filtered,  

which not achieved the following requirements:   

1) variant confidence/quality by depth > 2;   

2) RMS mapping quality (MQ) > 40.0;   

3) Phred-scaled P-value using Fisher’s exact test to detect strand bias < 60;  

4) Z-score from the Wilcoxon rank sum test of Alt vs. Ref read MQs (MQRankSum) > −12.5;   

5)Z-score from the Wilcoxon rank sum test of Alt vs. Ref read position bias (ReadPosRankSum) > −8;  

Simultaneously, the site which read depth smaller than eight was removed. Finally, 18,358,356 SNPs  

were detected in 55 breeds.  

4. Population genetic structure analysis  
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To use SVs to infer the pigs’ population structure, we first extracted the genotype inferred by three 

software (Delly, Manta, and Genomestrip). The genotype inferred by at least two software was 

considered to represent the genotype of a site. All SVs in the SV call set were then genotyped using 

SVTyper v0.1.4 (Chiang et al., 2015).  

Next, SNPs combined with deletions, deletions, and SNPs were separately used to estimate the 

relationships among all populations in our study. We then used these data to perform principal 

component analyses (PCA) (Yang et al., 2011). MEGA-X (Kumar et al., 2018) was used to construct 

the phylogenetic tree based on identity-by-state (IBD) matrices of the three datasets, respectively. The 

IBD matrices were calculated by PLINK v1.7(Purcell et al., 2007) using the parameters “--cluster 

--distance-matrix”. The population structure analysis was conducted by Admixture v1.3 (Alexander et 

al., 2009). We also estimated the genetic background for each population. Nine possible groupings 

(K=2 to K=10) were calculated by Admixture, and the results were plotted using our R scripts. 

We also compared the results of population structure analysis using variants before and after filtered 

non-neutral sites. The SNPs which filtered out non-synonymous variants were regarded as non-neutral 

sites. We did not find any significant differences between the results of using all variants and neutral 

variants. The results of population structure analysis using neutral variants were described in Figure 

S12-17. 
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