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The Unit Cell Catalog 
Periodic crystal networks can be described based on a unit cell approach. A unit cell describes the 

smallest possible basic repeat unit of an infinite lattice with translational symmetry such that any node 

in ℝ3 of the lattice can be obtained by a linear combination 𝑎𝐧1 + 𝑏𝐧2 + 𝑐𝐧3, where 𝑎, 𝑏, 𝑐 ∈ ℤ are 

multipliers, and 𝐧1, 𝐧2, 𝐧3 ∈ ℝ3 are the linearly independent primitive vectors of the lattice with 

respective lengths of 𝑎, 𝑏, 𝑐. Hence, any crystallographic lattice unit cell is uniquely identified by the 

lengths of three lattice vectors 𝐚 = 𝑎𝐧1, 𝐛 = 𝑏𝐧2, 𝐜 = 𝑐𝐧𝟑, the angles 𝛼∠(𝐛, 𝐜), 𝛽∠(𝐜, 𝐚), and 

𝛾∠(𝐚, 𝐛), and a centering that determines the presence of corner nodes, face-centering nodes, and 

body-centering node. The network descriptions in the two crystallographic databases RCSR (1, 2) and 

EPINET (3, 4), from which all structures in this work are derived, are given in the simplified network 

notation based on the lattice unit cells and the symmetry information from the space groups. To obtain 

the explicit description of all nodal positions and bar connectivities, we use the software SYSTRE 

(Symmetry Structure Recognition) (5). SYSTRE uses the relaxed barycentric placement method (6) to 

compute the ideal symmetry placement of nodes and a respective tiling. More concrete, SYSTRE 

defines the minimal periodic unit 𝑈 in terms of the nodal positions 𝑝𝑖
′ in fractional coordinates 𝑢, 𝑣, 𝑤 ∈

ℝ for all nodes 𝑖 = 1…𝑛 in 𝑈, as well as the connectivity 𝑒𝑘 = {{𝑝𝑖
′, 𝑝𝑗

′}|𝑝𝑖
′, 𝑝𝑗

′ ∈ 𝑈, 𝑖 ≠ 𝑗} between two 

nodes 𝑝𝑖
′ and 𝑝𝑗

′  for all bars 𝑘 = 1…𝑚 of the minimal periodic unit. However, because of the 

crystallographic tiling procedure this minimal unit not necessarily coincides with the lattice unit cell 

boundaries of [0, 0, 0] ≤ [𝑢, 𝑣, 𝑤] ≤ [1, 1, 1]. Bars often cross the unit cell boundaries and partly lie in 

adjacent unit cells. To decode the crystallographic information and generate unit cells as used in the 

engineering context, we first tessellate the minimal periodic unit cell to obtain a structure that is 3x3x3 

unit-cells in size. Next, we cut out the center cell to obtain all bars lying inside and on the boundary of 

the lattice unit cell, thus obtaining the unit cell of a cellular structure with full prescribed symmetry. 

Hence, bars that originally penetrate the unit cell boundary are cut off and only the part inside of the 

unit cell is retained. Depending on the actual topology of the structure, this can lead to unconnected 

bars in the unit cell. Due to the translational symmetry, the full bars are recovered when the single 

unit cell is tessellated along the lattice vectors 𝐚, 𝐛, 𝐜. Finally, the nodal positions in Cartesian 

coordinates 𝑝(𝑥, 𝑦, 𝑧) are retrieved via  

 

[
𝑥
𝑦
𝑧
] =

[
 
 
 
 
𝑎 𝑏 cos (𝛾) 𝑐 cos (𝛾)

0 𝑏 sin (𝛾) 𝑐 
cos(𝛼)−cos(𝛽) cos(𝛾)

sin (𝛾)

0 0
Ω

𝑎𝑏 sin (𝛾) ]
 
 
 
 

[
𝑢
𝑣
𝑤

], 

 

with the volume Ω of the parallelepiped spanned by (𝐚, 𝐛, 𝐜) 

 

Ω = 𝑎𝑏𝑐√1 − cos2(𝛼) − cos2(𝛽) − cos2(𝛾) + 2 cos(𝛼) cos(𝛽) cos (𝛾). 

 

The global Cartesian coordinate system orientation is selected for convenience such that the three 

axes x, y, z coincide with what are the main crystallographic directions of a primitive cubic cell. Due to 

the relaxed barycentric placement method used in SYSTRE, some structures have overlapping or 

intersecting bars. These structures are marked as such in the unit cell catalog (7). 
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Following this approach, a catalog of unit cell descriptions is created based on the decoding of in total 

2,730 + 14,532 = 17,262 entries from the RCSR database and the EPINET database. After excluding 

135 duplicate entries and 40 structures with very small members that cause numerical inaccuracies, 

17,087 unique structures are analyzed and discussed in this work. For completeness, all duplicate 

entries and entries with very small members are also provided in the catalog and the structures are 

marked respectively. In (7), we provide the full text-based unit cell catalog, which includes for all 

structures: names, normalized unit cell parameters, average connectivity, effective mechanical 

properties, maximum overall stiffness, stiffness scaling parameters, nodal positions, and bar 

connectivities. Reference (8) includes images of all structures and 360° elastic surface plots of the 

orientation-dependent Young’s modulus. The Young's modulus in an arbitrary direction 𝐸′ is computed 

according to (9) as 𝐸′ = 1/𝑠′ where 𝑠′ = 𝑙𝑖𝑙𝑗𝑙𝑚𝑙𝑛𝑆𝑖𝑗𝑚𝑛, 𝑙𝑖 are guiding cosines corresponding to a 

spherical coordinate system and 𝑆𝑖𝑗𝑚𝑛 is the compliance tensor. 

Numerical Homogenization 
To compute the effective properties of all cellular structures in the catalog in form of the symmetric 

stiffness matrix 𝐂H and the compliance matrix 𝐒H = (𝐂H)−1, we use the numerical homogenization 

approach described in (10), based on an in-house Euler-Bernoulli beam FEM code written in MATLAB. 

The effective stiffness tensor of a discretized periodic cellular structure can be computed based on a 

unit cell as 

 

𝐂H =
1

|𝑌|
(𝛘0(𝑖𝑗) − �̃�𝑖𝑗)

T
(𝐟𝑘𝑙 − 𝐟∗(𝑘𝑙))d𝑌, 

 

where 𝑌 is the domain of the unit cell, 𝛘 are the nodal displacements in the unit cell, and 𝐟 are the 

internal forces in the unit cell. 𝛘0(𝑖𝑗) represents the unit displacements that are initially applied to the 

unit cell. For the general anisotropic 3D case, six different load cases are required, and the respective 

displacement fields in terms of the global x, y, z coordinates are obtained via 

 

𝛘0(11) = {
𝑥
0
0
} , 𝛘0(22) = {

0
𝑦
0
} , 𝛘0(33) = {

0
0
𝑧
}  

 

𝛘0(12) = 𝛘0(21) = {
0.5𝑦
0.5𝑥
0

} , 𝛘0(13) = 𝛘0(31) = {
0.5𝑧
0

0.5𝑥
} , 𝛘0(23) = 𝛘0(32) = {

0
0.5𝑧
0.5𝑦

}. 

 

The resulting nodal forces can be calculated by 𝐟𝑖𝑗 = 𝐊𝛘0(𝑖𝑗), with the stiffness matrix 𝐊 of the 

discretized unit cell. To obtain the displacements �̃�𝑖𝑗, the forces 𝐟𝑖𝑗  are applied to the same unit cell 

under periodic boundary conditions �̃�𝑖𝑗 = �̃�−1𝐟𝑖𝑗. Due to the periodicity of the unit cells in the catalog, 

periodic boundary conditions can be specified to nodes on opposing faces and edges. Mathematically, 

this is achieved by a matrix multiplication that relates a vector 𝐮 with full 𝑛 degrees of freedom to its 

reduced version �̃� via the transformation matrix 𝐓 with 𝐮 = 𝐓�̃� (11). For 𝑚 coupled degrees of 

freedom, �̃� has the size (𝑛 − 𝑚) and 𝐓 has the size 𝑛 × (𝑛 − 𝑚). In this case, the degrees of freedom 

of the nodes on the six faces left, right, bottom, top, front, back, on the twelve edges E1-E12, and on 

the eight vertices 1-8 of the unit cell are coupled to the master degrees of freedom on the faces left, 

bottom, front, on the edges E1, E5, E9, and on the vertex 1: 
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𝑝𝑙𝑒𝑓𝑡

𝑝𝑟𝑖𝑔ℎ𝑡

𝑝𝑏𝑜𝑡𝑡𝑜𝑚
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=

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝐈 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝐈 𝟎 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝐈 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝐈 𝟎 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝐈 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝐈 𝟎 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝐈 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝐈 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝐈 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝐈 𝟎 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝐈 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝐈 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝐈 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝐈 𝟎 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝐈 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝐈 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝐈 𝟎
𝟎 𝟎 𝟎 𝟎 𝟎 𝐈 𝟎
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𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝐈
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝐈
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝐈
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝐈
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝐈
𝟎 𝟎 𝟎 𝟎 𝟎 𝟎 𝐈]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

[
 
 
 
 
 
 

𝑝left
𝑝bottom

𝑝front

𝑝E1

𝑝E5

𝑝E9

𝑝1 ]
 
 
 
 
 
 

. 

 

To obtain 𝐟∗(𝑖𝑗), the periodic displacements �̃�𝑖𝑗  are applied to the original unit cell without periodic 

boundary conditions as 𝐟∗(𝑖𝑗) = 𝐊�̃�𝑖𝑗. 

For comparability, all structures are scaled to a relative density of 𝜌 = 0.01 at a constant bar radius of 

𝑟 = 0.1 mm. The volume of the structures is calculated by summing up the volume of all bars, where 

bars on the edges or faces of the unit cell only contribute partially. The most relevant engineering 

constants for all structures, i.e. the effective generalized Young’s moduli, shear moduli and Poisson’s 

ratios, are determined in the global x-, y-, z-directions as 

 

𝐸𝑥 =
1

𝑆11
, 𝐸𝑦 =

1

𝑆22
, 𝐸𝑧 =

1

𝑆33
, 𝐺𝑦𝑧 =

1

𝑆44
, 𝐺𝑥𝑧 =

1

𝑆55
, 𝐺𝑥𝑦 =

1

𝑆66
 

𝜈𝑦𝑧 = −𝑆23 ∗ 𝐸𝑦, 𝜈𝑥𝑧 = −𝑆13 ∗ 𝐸𝑥 , 𝜈𝑥𝑦 = −𝑆12 ∗ 𝐸𝑥 , 

𝜈𝑧𝑦 = −𝑆23 ∗ 𝐸𝑧, 𝜈𝑧𝑥 = −𝑆13 ∗ 𝐸𝑧, 𝜈𝑦𝑥 = −𝑆12 ∗ 𝐸𝑦, 

 

with the effective Young’s moduli 𝐸𝑖, the effective shear moduli 𝐺𝑖𝑗  and the Poisson’s ratios 𝜈𝑖𝑗. For 

structures with cubic symmetry, the bulk modulus is calculated via 𝐵 =
1

3
(𝐶11 + 2𝐶12). (12) 
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Properties of Pentamode Structures 
To numerically estimate the scalability of the pentamode properties of the cub_Z03.6_R487 structure 

(Fig. 3F in the main manuscript) and compare it with a pentamode structure from literature, we 

compute the mechanical properties of the cub_Z03.6_R487 structure with finite elements simulations 

using the commercial software package Abaqus 6.14-1 Standard. The cylindrical bars are replaced with 

biconical bars, with the values of the bar diameter at the nodes 𝑑 ∈ [0.225 mm, 1.305 mm], the 

maximum diameter in the middle of the bars 𝐷 = 1.305 mm, and the unit cell size 𝑎 = 15 mm. We 

choose a linear-elastic material model with the base material’s Young’s modulus 𝐸m = 1.4 GPa, and 

the base material’s Poisson’s ratio 𝜈m = 0.4. Every model is discretized using quadratic C3D10 

tetrahedral elements. To reduce the effects of possible anisotropies on the results, we obtain the bulk 

modulus simply by its definition, i.e. by applying hydrostatic pressure to the structure and calculating 

its change in volume. The Young’s modulus and the shear modulus are determined by applying a 

standard compression and shear load to the structure, respectively, and computing the resulting 

deformations. 

Validation of Numerical Homogenization Results 
To verify the mechanical properties obtained by our numerical homogenization framework, we 

compare our results to analytical results from literature and to experimental results. For low relative 

densities of about �̅� < 0.1, the stiffness of structures can be described by classical scaling laws of the 

form 𝐸/𝐸s = 𝐶 ∗ �̅�𝑛, with the effective Young’s modulus 𝐸, the Young’s modulus of the solid base 

material 𝐸s, a scaling parameter 𝐶, and a scaling exponent 𝑛 (13). A scaling exponent of 𝑛 = 1 indicates 

stretch-dominated behavior, whereas 𝑛 = 2 describes structures with bending-dominated behavior.  

To compare and verify the properties of different structures from the catalog, Fig. S1 shows the 

normalized Young’s modulus 𝐸/𝐸s of the four structures cub_Z14.0_E38 (reinforced body-centered), 

cub_Z12.0_E19 (octet-truss), cub_Z04.0_E970 (Kelvin-cell or tetrakaidecahedron), and cub_Z08.0_E3 

(body-centered cubic) at low relative densities between 0.005 ≤ �̅� ≤ 0.1. The solid dots show the 

results obtained with our homogenization framework. The mechanical properties of the octet-truss 

and the Kelvin cell were in-depth investigated analytically in literature (14, 15) and the respective 

scaling relations are given by the dash-dotted lines. The dashed line shows the Voigt bound as the 

maximum attainable stiffness of a general cellular structure for a given relative density (16). The results 

from our homogenization framework show very good agreement with the analytical results and 

confirm the validity for structures with relative densities �̅� < 0.1. For the reinforced body-centered 

cubic and the body-centered cubic structure, the solid lines indicate a power fit of the homogenization 

results to determine the parameters 𝐶 and 𝑛 of the classical scaling law. The fit yields scaling exponents 

of 𝑛 = 1.00 (reinforced body-centered cubic) and 𝑛 = 2.00 (body-centered cubic) and confirms the 

expected stretch- and bending-dominated behavior, respectively.  

To further verify the numerical results, we 3D printed 2x2x2 unit cells of all four structures, conducted 

uniaxial compression tests, and compare the experimentally obtained stiffness to the analytical and 

numerical results. All test specimens were printed on a Stratasys Connex3 Objet500 3D printer 

(Stratasys Ltd., Eden Prairie, MN, USA, and Rehovot, Israel) using the PolyJet material jetting 

technology. Standard printing parameters were used, with the “matte” option to fully cover the 

structures in support material. The support material was removed with a water jet machine. We 

fabricated a set of five structures for each cell type with effective strut diameters between 1.7 mm and 

3.0 mm and overall edge lengths of the structures of about 66mm (reinforced-body centered), 75 mm 

(octet-truss), 54 mm (Kelvin-cell), and 68 mm (BCU).  
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Fig. S1. Scaling behavior for relative densities below 0.1 of the four cell types reinforced body-centered 

(purple), octet-truss (blue), Kelvin-cell (turquoise), and body-centered cubic (yellow). The solid dots 

show results obtained via our numerical homogenization framework. The dash-dotted lines show 

analytical scaling relations from literature (14, 15), and the solid lines indicate an power fit of the form 

𝐸/𝐸s = 𝐶 ∗ �̅�𝑛. The diamond markers show experimental results from uniaxial compression tests. 

For all cell types except for the octet-truss, one structure was discarded due to printing errors. 

Additionally, solid cylindrical columns with a diameter of 15 mm and a height of 30 mm were printed 

with the same printing parameters. We performed uniaxial compression tests with an Instron 

ElectroPuls E3000 testing machine, a Dynacell load cell of 5kN capacity, and a strain rate of 𝜖̇ = 10−3. 

The slope of the linear regime of the stress-strain curve was used to compute the effective Young’s 

modulus 𝐸 and 𝐸s of the structures and of the solid base material, respectively. The experimental 

results are indicated by the diamond markers in Fig. S1 and show generally good agreement with the 

theoretical results at lower densities �̅� <  0.07, but show stiffer behavior close to �̅� =  0.1. This is in 

agreement with findings from literature, where the increase in stiffness is explained by the increasing 

influence of the nodes at higher relative densities (13).  

In summary, analytical and experimental results confirm the validity of our homogenization approach 

for structures with low relative densities of �̅� <  0.07. Since we limit this paper to structures at relative 

densities of 1%, we can conclude that our results are accurate within the limits of linear elasticity. 

Crystallographic Symmetries  
The structures in the catalog can be classified according to their space group, which in turn can be 

summarized with respect to the crystal systems, i.e. Triclinic, Monoclinic, Orthorhombic, Tetragonal, 

Trigonal, Hexagonal, and Cubic. Fig. S2 shows the number of structures in the catalog of each crystal 

system on a logarithmic scale. Tetragonal, orthorhombic, and cubic structures are found the most, 

whereas the catalog contains only three triclinic structures. Since the crystal system is linked to the 

underlying symmetry of the structure, it directly influences the topological design and especially the 

mechanical properties of a structure (Neumann’s principle (17)).  
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Fig. S2. Number of unique structures per crystal system. 

Triclinic structures have the lowest symmetry, i.e. at most an inversion center at the coordinate origin. 

Monoclinic structures have a unique 2-fold axis of rotation, orthorhombic structures have three 

mutually perpendicular 2-fold axes of rotation. The tetragonal system has a unique 4-fold axis of 

rotation, which coincides with the z-direction. Trigonal and hexagonal structures have a unique 3-fold 

or 6-fold axis of rotation, respectively, which also coincide with the z-direction. The cubic system as 

the system with the highest symmetry has three axes of rotation at right angles to each other. (18) 

Stiffness Anisotropy 
Fig. S3 shows the effect of the crystal system on the anisotropy of the stiffness, i.e. the direction-

dependence of the Young’s modulus. Due to the low number of structures (three in total), the triclinic 

crystal system is omitted. Fig. S3A shows the percentage of all structures per crystal system that show 

maximum uniaxial stiffness (i.e. maximum Young’s modulus) in the direction of at least one of the main 

coordinate system axes, i.e. along the x-direction, the y-direction, or the z-direction. Fig. S3B further 

shows along which of these three main directions the maximum stiffness occurs. Since structures can 

have the stiffest direction along only one, two, or along all three directions simultaneously (Fig. S3B), 

the bars do not always add up to the values from Fig. S3A.  

Since there is only a single two-fold rotational symmetry element for all monoclinic structures, 

structural features in one direction are often not replicated in orthogonal directions and remain 

unique. Hence, structures with maximum stiffness in one direction will most likely have only this single 

stiffest direction. The same holds for orthorhombic structures with two-fold rotation axes. In contrast 

to the monoclinic system, orthorhombic unit cells however have a rectangular unit cell with 𝛼 = 𝛽 =

𝛾 = 90°, which makes the direction of its base vectors coincide with the cartesian coordinate 

directions. Hence, structures with maximum stiffness in these directions are more likely than in the 

monoclinic system. With a fixed axis of rotation in the z-direction, tetragonal, trigonal, and hexagonal 

systems include many structures where the stiffest direction coincides with the z-axis. The cubic 

system with the highest symmetry ensures that if a structure has maximum stiffness in one direction, 

it is equally stiff in the two orthogonal directions.  

Even though Fig. S3 and the 360° elastic surface plots in (8) only describe the anisotropy of the effective 

Young’s modulus, they can also provide information about the respective shear moduli. The structure 

cub_Z07.4_R679 presented in the main manuscript has high shear stiffness 𝐺𝑥𝑧, 𝐺𝑦𝑥 , and 𝐺𝑥𝑦. The 360° 

plot of its Young’s modulus shows a strong anisotropy, where the stiffest directions are the 45° axes 

with respect to the main coordinate system directions. This is indicated by “spikes” in these directions, 

whereas the stiffness in all other directions is orders of magnitude lower. In contrast to that, structures 
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such as cub_Z06.0_E1 have a high Young’s modulus only in the x-, y-, z-directions, and consequently 

have very low values of 𝐺𝑥𝑧, 𝐺𝑦𝑥, and 𝐺𝑥𝑦. For quasi-isotropic structures, where the 360° plot shows 

an almost perfect sphere, the effective properties are described by only two independent parameters 

and are linked e.g. by 𝐺 = 𝐸/(2 ∗ (1 + 𝜈)). All structures where the stiffest direction does not coincide 

with the global x-, y-, or z-direction are marked in the unit cell catalog (7) and the overall maximum 

stiffness values are given. The direction(s) of the maximum stiffness can be visually identified from the 

360° elastic surfaces in (8). 

 

 

Fig. S3. (A) Percentage of structures per crystal system with maximum uniaxial stiffness, i.e. maximum 

effective Young’s modulus, either along the x-direction, y-direction, or z-direction of the global 

Cartesian coordinate system. (B) Percentage of structures per crystal system with max. stiffness along 

each of these axes individually. 
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Poisson’s Ratio 
The effect of crystallographic symmetries on the Poisson’s ratio is discussed in the main text for the 

directions zx/zy. For completeness, we provide the plots for the remaining directions xy/xz and yx/yz 

here (Fig. S4A and Fig. S4B) 

  

 

Fig. S4. Poisson’s ratios (A) 𝜈𝑥𝑦, 𝜈𝑥𝑧 and (B) 𝜈𝑦𝑥, 𝜈𝑦𝑧 of all structures in the catalog. The colors 

indicate the crystal system of the structures. 
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Stiffness Scaling and Connectivity 
In this paper, we mostly cover the mechanical properties of cellular structure at a relative density of 

0.01. Since these properties can strongly vary at different relative densities, scaling laws can help to 

compare different structures. Fig. S5 shows the scaling parameter 𝐶 and the scaling exponent 𝑛 of all 

structures in the catalog of the elastic directional stiffness in x-direction, y-direction, and z-direction. 

These parameters represent the classical stiffness scaling relation for lattice structures, which is given 

by 𝐸/𝐸s = 𝐶 ∗ �̅�𝑛 (e.g. (13, 19)). The parameter 𝑛 indicates the mechanical behavior of cellular 

structures. For stretch-dominated behavior, 𝑛 = 1, and for bending-dominated behavior, 𝑛 = 2. The 

parameters are computed by applying our numerical homogenization framework to all structures in 

the catalog at five relative densities between 0.005 and 0.01 and applying a power fit to the resulting 

linear-elastic Young’s moduli in the three main coordinate system directions x, y, z. For all structures, 

we obtain R2 values strictly greater than 0.996. Histograms show the occurrence of specific parameter 

values in the catalog. The scaling exponents 𝑛𝑖 of all structures in all three directions (where i denotes 

the x-, y-, z-direction) lie roughly between 1 and 2. For about 60% of all structures, n is smaller than 

1.02 or larger than 1.98, indicating pure stretch- or bending-dominated behavior in the respective 

directions. The scaling constant 𝐶 determines how fast the stiffness increases with increasing relative 

density and lies for most structures between 0 and 1. For comparability, all values are provided in the 

unit cell catalog (7). 

The connectivity at the nodes of a cellular structure is often used to describe the rigidity and hence the 

mechanical behavior of a structure. Deshpande et al. (20) showed that an average connectivity 

(number of struts at a node) of 𝑍a = 6 is a necessary, but not sufficient condition for the rigidity of 3D 

frameworks. Fig. S6 confirms that this condition is not sufficient, since many structures with non-rigid, 

non-stretch-dominated behavior (𝑛 ≥ 1) can be found for values of 𝑍a ≥ 6. The opposite does not 

hold, i.e. structures with 𝑛 = 1 are not always fully stretch-dominated. For example, overall bending-

dominated structures such as the simple cubic structure cub_Z06.0_E1 can show stretch-dominated 

behavior along certain directions (here e.g. in the direction of the bars which are oriented along the 

global x-, y-, z-directions). For structures with similarly situated nodes, i.e. for nodes where the rest of 

the structure appears the same and in the same orientation if viewed from any of the nodes, 

Deshpande et al. (20) find 𝑍a ≥ 12 a sufficient condition for the rigidity of periodic 3D frameworks. 

Indeed, no similarly situated structures with overall non-stretch-dominated behavior (𝑛𝑥,𝑦,𝑧 > 1) and 

𝑍a ≥ 12 are found in the catalog. As a reference, the position of the well-known octet-truss structure 

(cub_Z12.0_E19) that is similarly situated and fulfills the necessary and sufficient criteria (𝑍a = 12), is 

marked in Fig. S6. The average connectivity values of all structures are also provided in the unit cell 

catalog (7). 
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Fig. S5. Scaling parameters 𝐶 and scaling exponents 𝑛 in (A) x-direction, (B) y-direction, and (C) z-

direction. 
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Fig. S6. Average connectivity 𝑍a and scaling exponents 𝑛 in (A) x-direction, (B) y-direction, and (C) z-

direction. 
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Theoretical Bounds of Cellular Structures 
For a general anisotropic cellular structure, the Voigt bound determines the theoretical maximum 

stiffness (16). As a function of the constituent materials’ elastic moduli and the relative density, the 

Voigt bound on the Young’s modulus 𝐸 and on the shear modulus 𝐺 are computed as 𝐸Voigt = 𝐸s ∗ �̅� 

and 𝐺Voigt = 𝐺s ∗ �̅�, respectively. For example, the maximum effective Young’s modulus of a cellular 

structure with 10% relative density can be 10% of the base material’s Young’s modulus at maximum. 

Fig. S7A shows the effective Young’s modulus 𝐸𝑥 and the effective shear modulus 𝐺𝑦𝑧 of all structures 

in the catalog. The Voigt bounds are indicated by the dotted lines. The insets v1 to v3 show structures 

close to the bounds. The topological and geometrical patterns found in these structures can directly 

be related to their mechanical behavior and are representative of architectures in the vicinity of the 

points, respectively. The structure ort_Z04.0_E28 in inset v1 has a high stiffness in x-direction, but a 

very low shear stiffness in the yz-plane. The multiple straight bars in x-direction make it very stiff, while 

the single bar in z-direction provides very little resistance against shear deformations. Bars parallel to 

the main coordinate system directions are also identified as geometries with high stiffness in the main 

manuscript. The structure ort_Z04.3_E1408 in inset v2 has both high stiffness in x-direction and high 

shear stiffness in the yz-plane. The high unidirectional stiffness is again caused by straight bars, and 

the additional diagonal bars at an angle of 45° with respect to the y-axis provide high shear stiffness. 

High shear stiffness caused by diagonal bars is also found in the structure ort_Z04.7_R1673 in inset v3. 

However, this structure has no bars parallel to any of the main coordinate system directions and low 

average connectivity of 4.7, and is hence very compliant under compressive loads in any of these 

directions. These patterns identified are very common with structures close to the Voigt bounds, but 

often occur in anisotropic structures with low symmetry. 

Since structures with isotropic mechanical properties are of special interest for many applications due 

to their direction-independent behavior, we further consider their mechanical properties with respect 

to more specific theoretical bounds. The Hashin-Shtrikman bounds describe the upper and lower 

bounds for the effective elastic moduli of quasi-isotropic multi-phase structures and materials. They 

provide a much closer estimate of the bounds of a structure than the more general Voigt bound, which 

is independent of the structural symmetries. The upper Hashin-Shtrikman bounds on the bulk and 

shear modulus of quasi-isotropic materials are given by (21) 

𝐵∗ = 𝐵2 +
𝜙1

1
𝐵1 − 𝐵2

+
3𝜙2

3𝐵2 + 4𝐺2

 

𝐺∗ = 𝐺2 +
𝜙1

1
𝐺1 − 𝐺2

+
6(𝐵2 + 2𝐺2)𝜙2
5𝐺2(3𝐵2 + 4𝐺2)

 

 

with the base bulk moduli 𝐵2 > 𝐵1, the base shear moduli 𝐺2 > 𝐺1, and the volume fractions of both 

base materials 𝜙1, 𝜙2. Here, 𝐵1 = 𝐺1 = 0 represent the void phase, and 𝐵2 = 𝐵s, 𝐺2 = 𝐺s indicate 

the properties of the solid base material. Figure S7B shows the effective bulk and shear modulus of the 

232 structures in the catalog with cubic symmetry and a Zener-ratio of 0.9 ≤ 𝑍 ≤ 1.1, i.e. structures 

with close to isotropic properties. The dashed line and the dotted line show the upper Hashin-

Shtrikman bounds and the Voigt bounds, respectively. Even though our catalog provides a large variety 

of different structures, no structure approaches the theoretical limits, as partially achieved by 

structures from literature (e.g. (22)). We attribute this to the fact that in literature, the bounds are 

attained by structures that result from complex optimization frameworks, whereas our cells are simply 

generated from crystal networks without being optimized for any objective at all.  
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Fig. S7. (A) Effective Young’s modulus 𝐸𝑥 and shear modulus 𝐺𝑦𝑧 of all structures in the catalog. The 

dotted lines indicate the Voigt bounds on the bulk and shear modulus. (B) Effective bulk and shear 

moduli of the 232 structures with cubic symmetry and a Zener-ratio of 0.9 ≤ 𝑍 ≤ 1.1, i.e. structures 

with close to isotropic properties. The dashed lines indicate the upper Hashin-Shtrikman bounds on 

the bulk and shear modulus. The dotted lines indicate the Voigt bounds on the bulk and shear modulus. 
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Examples of structures closest to the bounds are shown in the insets h1 to h4 and are representative 

of architectures in the neighbourhood of the points, respectively. The insets h1 and h2 show the 

structures cub_Z12.8_R970 and cub_Z08.0_R1966 with high shear modulus and high bulk modulus. 

Both structures have relatively high average connectivities, which result in high overall stiffness. Simple 

patterns of straight bars only in the main coordinate system directions are not found anymore, since 

isotropic material behavior requires equal stiffness in all directions. The insets h3 and h4 show the 

structures cub_Z03.0_R1339 and cub_Z03.6_R487, which both have a high bulk modulus but relatively 

low shear stiffness. In contrast to the structures in h1 and h2, these structures have very low average 

connectivities, which results in low shear stiffness. Structures with a high ratio of bulk modulus to shear 

modulus are potential candidates for pentamode metamaterials, and the structure in inset b4 is as 

such already identified in the main manuscript.  
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Table S1. Unit cells of all structures shown in the main manuscript in the perspective view, the top 

view, the right side view, and the front view. 

Name 

Axonometric view 

 

Top view 

 

Right side view 

 

Front view 

 

cub_Z03.0_R2234 

    

hex_Z04.3_R529 

 
 

  

cub_Z07.2_R972 

    

cub_Z07.4_R679 

    

cub_Z03.6_R487 

    

ort_Z04.0_R193 
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cub_Z06.0_E1 
cub_Z06.0_R399 

    

cub_Z08.0_E3 
cub_Z08.0_R622 

    

cub_Z12.0_E19 
cub_Z12.0_R667 

    

cub_Z14.0_E38 
cub_Z14.0_R670        

    

cub_Z04.0_E970 
cub_Z04.0_R109 

    

ort_Z03.8_E4453 
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mon_Z04.3_E4603 

 

 
  

tet_Z03.8_E5841 

 

 

  

mon_Z04.0_E8038 

 
 

  

cub_Z03.6_E9066 

 
   

tet_Z04.3_E11423 

 

 
  

cub_Z06.0_E12702 
cub_Z06.0_R417 
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cub_Z04.1_E13435 

    

cub_Z04.0_E13519 
cub_Z04.0_R90 

    

cub_Z04.5_E14462 
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Table S2. Effective material properties of all structures shown in the paper. 

 

Video S1 (separate file). 3D unit cells of all structures in the Tables S1 and S2.  

 

  

Name 𝑬𝒙 (MPa) 𝑬𝒚 (MPa) 𝑬𝒛 (MPa) 𝑮𝒚𝒛 (MPa) 𝑮𝒙𝒛 (MPa) 𝑮𝒙𝒚 (MPa) 𝝂𝒚𝒛 (-) 𝝂𝒙𝒛 (-) 𝝂𝒙𝒚 (-) 𝝂𝒛𝒚 (-) 𝝂𝒛𝒙 (-) 𝝂𝒚𝒙 (-) 

cub_Z03.0_R2234 5.96E-06 5.96E-06 5.96E-06 4.00E-05 4.00E-05 4.00E-05 0.491 0.491 0.491 0.491 0.491 0.491 

hex_Z04.3_R529 2.44E-05 2.44E-05 4.54E-03 1.34E-05 1.34E-05 6.13E-06 0.000 0.000 0.991 0.000 0.000 0.991 

cub_Z07.2_R972 2.09E-03 2.09E-03 2.09E-03 3.23E-04 3.23E-04 3.23E-04 0.186 0.186 0.186 0.186 0.186 0.186 

cub_Z07.4_R679 1.06E-05 1.06E-05 1.06E-05 1.11E-03 1.11E-03 1.11E-03 0.498 0.498 0.498 0.498 0.498 0.498 

cub_Z03.6_R487 2.81E-05 2.81E-05 2.81E-05 9.86E-06 9.86E-06 9.86E-06 0.496 0.496 0.496 0.496 0.496 0.496 

ort_Z04.0_R193 3.24E-06 2.41E-06 1.21E-04 5.29E-04 1.89E-06 1.26E-03 0.139 -0.161 1.160 6.985 -6.010 0.860 

cub_Z06.0_E1 
cub_Z06.0_R399 3.34E-03 3.34E-03 3.34E-03 5.31E-06 5.31E-06 5.31E-06 0.000 0.000 0.000 0.000 0.000 0.000 

cub_Z08.0_E3 
cub_Z08.0_R622 9.18E-06 9.18E-06 9.18E-06 1.11E-03 1.11E-03 1.11E-03 0.499 0.499 0.499 0.499 0.499 0.499 

cub_Z12.0_E19 
cub_Z12.0_R667 1.11E-03 1.11E-03 1.11E-03 8.34E-04 8.34E-04 8.34E-04 0.333 0.333 0.333 0.333 0.333 0.333 

cub_Z14.0_E38 
cub_Z14.0_R670 1.88E-03 1.88E-03 1.88E-03 5.96E-04 5.96E-04 5.96E-04 0.217 0.217 0.217 0.217 0.217 0.217 

cub_Z04.0_E970 
cub_Z04.0_R109 5.95E-05 5.95E-05 5.95E-05 1.96E-05 1.96E-05 1.96E-05 0.491 0.491 0.491 0.491 0.491 0.491 

ort_Z03.8_E4453 2.76E-03 9.81E-06 1.65E-03 1.25E-05 8.53E-06 2.23E-06 0.054 -0.266 6.749 9.089 -0.159 0.024 

mon_Z04.3_E4603 1.99E-06 2.09E-06 1.20E-03 9.44E-05 2.83E-05 2.96E-04 -0.033 0.033 0.971 -19.129 19.697 1.023 

tet_Z03.8_E5841 4.65E-06 4.65E-06 2.29E-04 2.02E-06 2.02E-06 2.99E-06 -0.068 -0.068 0.354 -3.332 -3.332 0.354 

mon_Z04.0_E8038 1.48E-06 1.46E-06 1.98E-03 8.42E-06 7.19E-06 2.15E-04 0.016 -0.016 1.004 21.758 -21.425 0.989 

cub_Z03.6_E9066 1.10E-05 1.10E-05 1.10E-05 8.59E-07 8.59E-07 8.59E-07 0.493 0.493 0.493 0.493 0.493 0.493 

tet_Z04.3_E11423 4.07E-04 4.07E-04 7.81E-04 4.12E-06 4.12E-06 7.80E-07 0.066 0.066 0.016 0.126 0.126 0.016 

cub_Z06.0_E12702 
cub_Z06.0_R417 7.43E-04 7.43E-04 7.43E-04 5.58E-04 5.58E-04 5.58E-04 0.334 0.334 0.334 0.334 0.334 0.334 

cub_Z04.1_E13435 8.43E-05 8.43E-05 8.43E-05 1.70E-06 1.70E-06 1.70E-06 -0.257 -0.257 -0.257 -0.257 -0.257 -0.257 

cub_Z04.0_E13519 
cub_Z04.0_R90 5.22E-05 5.22E-05 5.22E-05 3.03E-05 3.03E-05 3.03E-05 0.491 0.491 0.491 0.491 0.491 0.491 

cub_Z04.5_E14462 8.01E-05 8.01E-05 8.01E-05 2.40E-05 2.40E-05 2.40E-05 0.460 0.460 0.460 0.460 0.460 0.460 
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