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Mathematical description of indices for quantitative description of irregular irregularity 

For an ordered set of N consecutive beat intervals, 𝐵𝐼𝑖 (beat interval time series): 

(1) 𝐷 =  {𝐵𝐼𝑖}𝑖=1
𝑁  ,  𝐵𝐼𝑖 ∈ ℝ , 𝑖 ∈ ℤ. 

The modified entropy scale (MESC) of order M, where 𝑀 ∈ ℕ, �̂�𝑖
𝑀, is defined as: 

(2) �̂�𝑖
𝑀 = |�̂�𝑖−1

𝑀−1| − |�̂�𝑖
𝑀−1| ;   𝑖 = 𝑀 + 1, 𝑀 + 2, … , 𝑁. 

Note that MESC of order 0 is defined as the beat interval itself: 

(3) �̂�𝑖
0 = 𝐵𝐼𝑖;  𝑖 = 1,2, … , 𝑁. 

For a beat interval time series of length 𝑁, we get a corresponding MESC of order M time 

series of length 𝑁 − 𝑀 that can be denoted as {�̂�𝑖
𝑀}

𝑖=𝑀+1

𝑁
. Note that the 𝑖𝑡ℎ step in the MESC 

of order M time series corresponds to the 𝑖𝑡ℎ step of the beat interval time series and the M 

steps preceding it.  

To estimate the distribution width and to determine whether the heart rate is regular or irregular, 

we used the standard deviation, �̂�, of the MESC over the mean of the beat intervals, 𝐵𝐼̅̅ ̅: 

(4) 𝑉𝑎𝑟𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
�̂�

𝐵𝐼̅̅ ̅ 
, 

where, 𝐵𝐼̅̅ ̅ is the mean of the beat intervals (𝐵𝐼̅̅ ̅ =
1

𝑁
∑ 𝐵𝐼𝑖

𝑁
𝑖=1 ) and �̂� is the standard deviation of 

the MESC of the selected order. 

To quantify normality, we used the p-value of the Kolmogorov-Smirnov(Kolmogorov, 1933) 

statistic with an estimated normal distribution. We define the estimated normal cumulative 

distribution function as:F 

(5) �̃�(𝑥) = Φ (
𝑥−�̂�

�̂�
), 

where for a set of 𝑁 observations of a random variable 𝑋, {𝑋𝑖}𝑖=1
𝑁 , Φ is the cumulative 

distribution function of a normal standard random variable. 

The deviation from normality is calculated using the Kolmogorov-Smirnov statistic: 

(6) 𝐾𝑆(𝐷) = sup
𝑥

|𝐹𝑁(𝑥) − �̃�(𝑥)| , 

where 𝐹𝑁(𝑥) , the empirical cumulative distribution function, is defined as: 

(7) 𝐹𝑁(𝑥) =
1

𝑁
∑ 1{𝑥>𝑋𝑖}

𝑁
𝑖=1 (𝑥). 

Then the p-value of the Kolmogorov-Smirnov is estimated.  

Because AF is often a tachycardic rhythm, we add a simpler feature to these two highly specific 

indices: the mean of the entropy. Note that these definitions leave two degrees of freedom 

(hyperparameters) to the indices: the order of the entropy (𝑀) and the window length (𝑁). 

 

 

 



The effect of order and window length on the ability to detect AF 

To find the optimal combination of hyperparameters (correct order of MESC and estimation 

window length), a 30-fold stochastic cross-validation was performed on the LTAFDB 

recordings. A total of 361 combinations of hyperparameters were tested in each fold: 

𝑀 = {0, 1, 2, … , 18}, 𝑁 = {20, 30, 40, … , 200} 

In each of the 30 folds, 80% of the patients were randomly assigned to the training set and 20% 

to the validation set. We trained the model 10,830 times during the validation stage. The results 

for each hyperparameter combination from all folds were accumulated and their mean was 

calculated to estimate the expectancy of the different statistical measures for the particular 

combination.  

After demonstrating that normality, variability, and mean MESC are potential indices to 

classify AF, we searched for the optimal combination of order and window length on the test 

data. As visualized in Figure 1S, the 30-fold stochastic cross-validation yielded the best results 

at an order of 1 and a window length of 150 seconds. The results were more sensitive to the 

order of the MESC than to the window length. Table S1 shows the mean validation results for 

the combination of order and window length. Table S2 shows the standard deviations of the 

validation results. Table S3 shows the p-value of a single tailed t-test comparing the statistical 

difference of each mean combination result from the best combination. Most combinations 

yielded significantly lower detection results than the best ones; the exception was some of those 

of order 1, which produced similar results to the best combination.   

 

 

  



Table S1: Mean results of the 30-fold stochastic cross-validation 

 
 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

20 93.1% 94.9% 91.8% 90.5% 89.7% 90.1% 87.9% 86.5% 86.6% 86.3% 84.4% 83.1% 84.4% 83.3% 83.0% 79.5% 80.3% 79.6% 78.1% 

30 92.8% 96.3% 92.9% 91.6% 92.2% 91.5% 88.6% 88.4% 88.1% 86.3% 86.3% 85.9% 83.8% 83.2% 84.1% 82.5% 81.4% 82.3% 80.7% 

40 94.0% 96.3% 94.0% 92.9% 92.9% 91.5% 89.8% 89.5% 88.7% 88.2% 86.4% 86.1% 84.9% 86.3% 84.6% 83.5% 82.4% 83.0% 81.1% 

50 93.5% 96.4% 94.8% 94.3% 92.2% 92.1% 90.5% 89.0% 87.9% 88.7% 87.3% 87.1% 86.8% 85.2% 84.9% 83.2% 81.5% 82.5% 80.7% 

60 93.8% 96.3% 94.3% 94.8% 92.7% 92.4% 91.8% 89.5% 89.5% 88.6% 88.3% 85.7% 87.0% 84.4% 84.6% 84.4% 83.0% 83.8% 80.3% 

70 93.6% 97.3% 95.3% 94.0% 94.1% 92.6% 90.8% 90.9% 89.6% 89.7% 88.9% 87.7% 87.8% 85.6% 85.0% 84.7% 83.8% 84.9% 83.4% 

80 93.7% 97.0% 95.3% 93.6% 93.3% 92.2% 92.0% 90.1% 90.4% 89.9% 88.2% 89.0% 88.3% 87.5% 86.2% 86.1% 84.3% 83.0% 83.4% 

90 93.2% 96.8% 94.9% 94.6% 94.0% 92.5% 90.6% 90.3% 91.0% 89.7% 88.8% 88.9% 87.3% 86.5% 85.4% 85.5% 84.6% 82.1% 84.0% 

100 93.9% 97.1% 95.6% 94.9% 94.1% 92.8% 91.8% 90.0% 91.1% 89.2% 90.1% 88.1% 88.7% 87.2% 87.7% 84.7% 85.9% 84.9% 83.7% 

110 93.5% 96.9% 96.1% 93.9% 94.3% 91.9% 90.7% 92.3% 90.5% 90.1% 90.2% 88.1% 89.5% 86.7% 86.4% 84.7% 85.8% 86.0% 84.3% 

120 93.8% 97.2% 95.5% 95.0% 93.9% 93.2% 90.7% 90.8% 91.1% 90.3% 88.3% 90.5% 89.8% 88.6% 88.0% 85.3% 86.0% 83.8% 84.4% 

130 93.0% 97.7% 96.1% 94.6% 94.2% 92.5% 92.2% 90.4% 91.9% 90.4% 90.7% 89.5% 91.0% 88.7% 87.1% 87.1% 87.0% 86.6% 84.1% 

140 94.5% 97.7% 95.7% 94.3% 95.1% 94.1% 92.6% 91.3% 92.2% 91.7% 90.7% 88.8% 89.3% 88.4% 88.1% 85.0% 87.0% 84.4% 85.3% 

150 94.0% 97.7% 95.8% 93.7% 94.5% 93.7% 91.9% 91.4% 91.4% 91.1% 91.1% 89.1% 90.2% 88.8% 88.3% 86.3% 86.6% 84.5% 85.7% 

160 93.2% 97.4% 95.8% 95.3% 95.4% 93.3% 91.6% 90.9% 91.3% 91.1% 90.8% 88.9% 90.7% 89.1% 87.3% 86.3% 85.7% 85.7% 85.3% 

170 93.1% 97.4% 96.3% 95.1% 94.8% 94.1% 92.4% 91.8% 91.8% 91.7% 91.1% 90.0% 90.6% 89.6% 88.8% 85.7% 85.7% 86.7% 84.7% 

180 93.4% 97.6% 95.8% 93.5% 95.5% 93.5% 93.0% 91.2% 91.9% 90.4% 91.5% 90.5% 89.6% 87.5% 89.1% 85.9% 86.9% 85.4% 85.6% 

190 92.9% 97.5% 96.2% 95.2% 95.0% 94.0% 92.6% 91.2% 92.9% 91.5% 91.4% 90.0% 89.7% 87.6% 88.5% 86.9% 86.3% 84.7% 86.5% 

200 93.1% 97.4% 95.3% 94.8% 94.8% 93.9% 93.2% 91.5% 91.7% 91.9% 91.4% 89.5% 89.8% 87.2% 88.5% 86.6% 87.0% 85.1% 85.1% 
 

Table S2: Standard deviation of the results of the 30-fold stochastic cross-validation 

 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

20 1.68% 2.16% 2.90% 3.37% 2.82% 3.56% 3.38% 4.25% 2.63% 4.39% 3.79% 3.69% 3.23% 4.94% 3.19% 4.98% 3.42% 4.43% 5.54% 

30 1.96% 1.66% 3.00% 3.72% 2.50% 3.12% 3.57% 3.54% 3.98% 3.32% 4.42% 4.42% 4.75% 3.86% 3.10% 4.44% 3.66% 3.53% 4.06% 

40 2.06% 1.56% 1.91% 3.65% 3.01% 3.47% 3.64% 3.52% 3.86% 4.03% 4.27% 3.47% 3.98% 4.70% 3.70% 3.78% 4.42% 3.39% 3.05% 

50 2.05% 1.65% 1.92% 2.68% 2.63% 3.25% 2.99% 3.89% 4.04% 3.41% 3.15% 3.88% 4.26% 3.40% 3.59% 4.36% 3.80% 4.40% 5.09% 

60 2.28% 1.73% 2.69% 2.77% 2.95% 3.07% 3.07% 3.85% 3.22% 3.41% 2.78% 5.50% 3.78% 5.36% 3.60% 4.79% 4.17% 4.50% 4.36% 

70 2.37% 1.60% 2.10% 3.39% 2.38% 3.70% 2.99% 2.72% 3.64% 3.43% 3.62% 3.43% 3.47% 4.54% 3.97% 4.44% 4.15% 4.04% 4.26% 

80 2.16% 1.62% 2.09% 2.68% 2.43% 3.42% 4.78% 4.26% 3.57% 3.82% 4.19% 3.51% 3.49% 3.39% 5.05% 4.25% 3.48% 4.58% 4.71% 

90 3.16% 1.57% 2.27% 2.39% 2.87% 3.14% 4.28% 3.57% 3.78% 4.02% 3.91% 3.75% 3.30% 4.11% 3.49% 3.11% 3.88% 4.71% 3.72% 

100 2.33% 1.34% 2.09% 2.52% 2.00% 2.94% 3.00% 3.44% 3.25% 2.83% 3.99% 3.96% 2.96% 3.60% 3.26% 4.70% 4.06% 4.05% 4.88% 

110 2.45% 1.37% 1.86% 3.59% 2.40% 3.80% 3.77% 3.04% 3.85% 3.70% 2.89% 4.21% 3.19% 3.75% 3.67% 4.61% 3.56% 3.41% 2.77% 

120 2.27% 1.57% 2.64% 2.27% 2.17% 3.53% 3.47% 3.48% 3.65% 3.59% 3.77% 2.73% 3.05% 3.76% 3.85% 4.01% 3.21% 4.94% 4.07% 

130 3.38% 1.26% 2.31% 2.31% 2.88% 3.50% 2.92% 3.37% 2.35% 3.70% 3.16% 3.91% 3.35% 4.26% 3.50% 3.43% 3.93% 3.66% 3.96% 

140 1.89% 1.26% 1.93% 3.11% 2.29% 3.25% 2.74% 3.89% 2.51% 3.23% 3.36% 3.64% 3.38% 3.72% 3.17% 3.94% 3.54% 4.89% 4.42% 

150 2.15% 1.33% 2.28% 2.83% 2.51% 2.52% 2.92% 3.01% 3.68% 3.62% 4.00% 4.53% 3.41% 3.04% 3.00% 2.96% 3.06% 3.93% 3.03% 

160 2.07% 1.39% 1.51% 2.80% 1.89% 2.91% 2.90% 3.75% 3.68% 2.94% 3.00% 4.52% 3.11% 3.44% 4.12% 4.38% 4.34% 4.40% 4.84% 

170 2.35% 1.77% 1.62% 2.40% 2.02% 2.69% 3.14% 3.32% 2.43% 3.38% 4.16% 3.55% 3.25% 2.88% 3.43% 3.57% 3.67% 3.65% 3.82% 

180 2.98% 1.32% 2.13% 3.23% 2.42% 2.62% 3.16% 3.22% 3.65% 3.23% 3.22% 3.53% 3.43% 4.58% 2.89% 3.42% 4.15% 4.71% 3.72% 

190 2.96% 1.14% 2.05% 2.72% 2.14% 2.96% 3.39% 3.51% 4.02% 3.47% 3.29% 4.05% 4.15% 4.19% 3.83% 3.76% 3.64% 4.33% 3.17% 

200 2.33% 1.29% 2.66% 2.90% 2.54% 2.94% 3.64% 4.55% 3.34% 3.09% 3.51% 4.12% 3.91% 3.95% 4.52% 2.97% 2.78% 2.91% 4.74% 

 

Table S3: p-values for a single tailed t-test comparing the mean accuracy of best parameter 

combination to each of the other combinations 

 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

20 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

30 0.0000 0.0011 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

40 0.0000 0.0003 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

50 0.0000 0.0015 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

60 0.0000 0.0016 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

70 0.0000 0.1556 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

80 0.0000 0.0445 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

90 0.0000 0.0183 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

100 0.0000 0.0359 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

110 0.0000 0.0138 0.0007 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

120 0.0000 0.1055 0.0012 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

130 0.0000 0.4594 0.0045 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

140 0.0000 0.4709 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

150 0.0000 1.0000 0.0007 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

160 0.0000 0.2192 0.0000 0.0007 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

170 0.0000 0.2314 0.0005 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

180 0.0000 0.3502 0.0005 0.0000 0.0003 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

190 0.0000 0.2139 0.0029 0.0004 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

200 0.0000 0.2127 0.0003 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 

 

 



 

 

 

 

  

 

Figure S1: (A) Mean results of the 30-fold stochastic cross-validation, denoted in colors 

ranging from blue, denoting low detection performance, to yellow, reflecting high 

performance. (B) Standard deviation of the results of the 30-fold stochastic cross-validation is 

denoted in colors ranging from blue, reflecting high variability, to yellow, reflecting low 

variability between folds. (C) log 20 of p values for a single tailed t-test comparing the mean 

accuracy of best parameter combination to each of the other combinations. Note that a value of 

-1 corresponds to a p value of 0.05. 
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