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Supplementary Note 1 Issues of traditional Wiener-SIM reconstruction 

1.1 Traditional Wiener-SIM reconstruction algorithm 
Super-resolution (SR) structured illumination microscopy (SIM) is a wide-field imaging method 

that doubles the spatial resolution of fluorescent images1. The final SR image is reconstructed by 
post-processing image algorithms. Here, we first briefly introduce the principle and implementation of 
the most widely-used Wiener deconvolution-based SIM algorithms2 (hereafter called “Wiener-SIM”). 
We start by considering a two-dimensional (2D) raw SIM data 

𝐷θ,n(𝐫)  ≅  ቄ𝑆(𝐫) ⋅ ቂ1+𝑚ఏ ⋅ cos ቀ2π𝐤θ,ex ⋅ 𝐫 + 𝜙ఏ + 2π(n-1)3 ቁቃቅ ⊗ PSFdet(𝐫)+𝐵(𝐫)+N(𝐫) (1) 

where subscripts 𝜃 and n represent the orientation and phase of the illumination pattern (𝜃 = 1, 2, 3; 𝑛 = 1, 2, 3); 𝐫 is the image spatial coordinates; 𝑆(𝐫) represents fluorophore density distribution 
within specimen, which is illuminated by the structured patterns with sinusoidal intensity; 𝑚ఏ, 𝐤θ,ex, 
and 𝜙θ are the modulation depth, pattern wave vector and initial phase of the illumination pattern, 
respectively; symbol ⊗ denotes the convolution operation; PSFdet(𝐫) is the actual point spread 
function (PSF) of the detection objective, 𝐵(𝐫) is the background signal, including the out-of-focus 
fluorescence by excitation illumination and sample scattering, as well as the constant offset of camera, 𝑁(𝐫) is noise from both sample and camera. Note that 𝐵(𝐫) is not or weakly modulated by structured 
illumination patterns in different SIM modalities (such as TIRF-SIM, GI-SIM, or conventional 
2D-SIM). Here 𝐵(𝐫) and 𝑁(𝐫) are written explicitly to explain the artifacts issues in SIM. 

In the frequency domain, the spectrum of raw SIM data can be obtained by Fourier transform 

𝐷෩θ,n(𝐤)  ≅  ഇଶ 𝑆ሚ൫𝐤 − 𝐤θ,ex൯𝑒ቀథഇା2π(n-1)య ቁ + 𝑆ሚ(𝐤) + ഇଶ 𝑆ሚ൫𝐤 + 𝐤θ,ex൯𝑒-jቀథഇା2π(n-1)య ቁ൨ 𝐻෩det(𝐤) + 𝐵෨(𝐤) +𝑁෩(𝐤)   (2) 

where 𝐻෩det(𝐤) is the actual optical transfer function (OTF) of the microscope, which is the Fourier 
transform of PSFdet(𝐫). 𝑆ሚ(𝐤) is the spectrum of the sample signal, and 𝑆ሚ൫𝒌 ± 𝒌θ,ex൯ represent the 
spectrum components that contain the unresolvable high-frequency signals. 𝐵෨(𝐤) and 𝑁෩(𝐤) are the 
spectrum of the background signal and noise signal, respectively.  

For 2D-SIM, the raw SIM data of three different phases are usually collected in one orientation, 
and all the spectrum components in Eq. (2) can be separated by solving the following equation 

൦ 𝑆ሚθ,0(𝐤)𝑆ሚθ,+1൫𝐤 − 𝐤θ,ex൯𝑆ሚθ,-1൫𝐤 + 𝐤θ,ex൯ ൪  =  ⎣⎢⎢
⎢⎡1 ഇଶ 𝑒థഇ ഇଶ 𝑒-jథഇ1 ഇଶ 𝑒ቀథഇା2πయ ቁ ഇଶ 𝑒-jቀథഇା2πయ ቁ1 ഇଶ 𝑒ቀథഇା4πయ ቁ ഇଶ 𝑒-jቀథഇା4πయ ቁ⎦⎥⎥

⎥⎤-1
⋅ ൦𝐷෩θ,1(𝐤)𝐷෩θ,2(𝐤)𝐷෩θ,3(𝐤)൪            (3) 

where 𝑆ሚθ,0(𝐤) is the 0-order separated spectrum component, and 𝑆ሚθ,+1൫𝐤 − 𝐤θ,ex൯ and 𝑆ሚθ,-1൫𝐤 +𝐤θ,ex൯ are the ±1-order separated spectrum components. 
To separate and shift the spectrum components accurately, the illumination pattern parameters of 𝐤θ, 𝑚ఏ, and 𝜙ఏ need to be precisely determined from the raw SIM data. Generally, these pattern 

parameters can be estimated using cross-correlation-based methods2-6. In this paper, we implemented 
an amplitude normalized cross-correlation method combined with the spectrum notch to enable 
automatic estimation of the illumination pattern parameters (Supplementary Note 2). 



Upon the separation of different frequency components, the spectrum of the background 
fluorescent and noise signals are allocated into different frequency components accordingly, given by 

൞  𝑆ሚθ,0(𝐤)  =  𝑆ሚ(𝐤) ⋅ 𝐻෩ det(𝐤) + ൣ𝐵෨0(𝐤) + 𝑁෩0(𝐤)൧  𝑆ሚθ,+1൫𝐤 − 𝐤θ,ex൯  =  𝑆ሚ൫𝐤 − 𝐤θ,ex൯ ⋅ 𝐻෩det(𝐤) + ൣ𝐵෨+1(𝐤) + 𝑁෩+1(𝐤)൧𝑆ሚθ,-1൫𝐤 + 𝐤θ,ex൯  =  𝑆ሚ൫𝐤 + 𝐤θ,ex൯ ⋅ 𝐻෩det(𝐤) + ൣ𝐵෨-1(𝐤) + 𝑁෩-1(𝐤)൧          (4) 
where 𝐵෨(𝐤) and 𝑁෩(𝐤) represent the residual background signal and noise signal contained in the 
separated spectrum components, respectively. Here, 𝑙 represents the separated spectrum component 
orders (𝑙 = -1, 0, +1). Note that the residual background in 𝑆ሚθ,0(𝐤) is mainly concentrated in the 
center of this separated term; for the residual background in 𝑆ሚθ,+1൫𝐤 − 𝐤θ,ex൯ and 𝑆ሚθ,-1൫𝐤 + 𝐤θ,ex൯, the 
part not modulated by structured illumination pattern is mainly concentrated in the center of the 
separated terms, while the part modulated by structured illumination pattern is shifted along the pattern 
wave vector 𝐤θ,ex. 

Then, as in [2, 3, 5], these separated components can be shifted back to their correct position. Note 
that the residual background signal and noise signal in Eq. (4) are also moved synchronously, so the 
shifted components can be denoted as 𝐶ሚ0(𝐤)  = 𝑆ሚ(𝐤) ⋅ 𝐻෩ det(𝐤) + ൣ𝐵෨0(𝐤) + 𝑁෩0(𝐤)൧                           (5) 𝐶+1൫𝐤 + 𝐤θ,ex൯  ≅ 𝑆ሚ(𝐤) ⋅ 𝐻෩ det൫𝐤+𝐤θ,ex൯ + ൣ𝐵෨+1൫𝐤+𝐤θ,ex൯ + 𝑁෩+1൫𝐤+𝐤θ,ex൯൧         (6) 𝐶ሚ-1൫𝐤 − 𝐤θ,ex൯  ≅  𝑆ሚ(𝐤) ⋅ 𝐻෩ det൫𝐤 − 𝐤θ,ex൯ + ൣ𝐵෨-1൫𝐤 − 𝐤θ,ex൯ + 𝑁෩-1൫𝐤 − 𝐤θ,ex൯൧      (7) 

In Eq. (5), the residual background spectrum remains in the center of 𝐶ሚ0(𝐤); In Eqs. (6,7), the residual 
background modulated by the structured illumination pattern is shifted to the same position as the 
residual background in 𝐶ሚ0(𝐤), while the part not modulated by the structured illumination pattern is 
shifted to the center of 𝐶ାଵ൫𝐤 + 𝐤θ,ex൯ and 𝐶ሚ-1൫𝐤 − 𝐤θ,ex൯. As a result, the residual background signal 
at the center of the reconstructed spectrum causes the reconstructed SIM image contain obvious 
background fluorescence, while the residual background spectrum corresponding to the centers of 𝐶ାଵ൫𝐤 + 𝐤θ,ex൯  and 𝐶ሚିଵ൫𝐤 − 𝐤θ,ex൯  results in periodic honeycomb artifacts7. In addition, the 
residual high-frequency noise signals in Eqs. (6,7) can cause random discontinuous artifacts, such as 
hammerstroke artifacts, in the reconstructed images. 

Conventionally, to suppress the residual background signals in the center of all shifted spectrum 
components, the OTF attenuation method3,5,8 is generally applied on each shifted component. In the 
traditional Wiener-SIM we implemented, a Gaussian function is usually employed to implement OTF 
attenuation 

𝑔൫𝐤 + 𝐿 ⋅ 𝐤θ,ex൯ = 1-𝑎𝑡𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ ⋅ 𝑒ିቀ𝐤శಽ⋅𝐤θ,exቁమ(0.5⋅attWidth)మ                      (8) 

where 𝑎𝑡𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ and attWidth are the attenuation strength and width, respectively, which are 
constant values empirically determined based on the quality of raw SIM data. 𝐿 represents the shifted 
component orders (In this paper, for 2D-SIM data: 𝐿 = -1, 0, +1; for three-dimensional (3D) SIM data: 𝐿 = -2, -1, 0, +1, +2). 

Thus, a directly-combined spectrum by weighted sum of all the shifted components can be 
obtained 𝑆ሚdirectly-combined(𝐤) = ∑ 𝑔൫𝐤 + 𝐿 ⋅ 𝐤θ,ex൯ ⋅ 𝐶ሚ൫𝐤 + 𝐿 ⋅ 𝐤θ,ex൯ ⋅ 𝐻෩௨௦∗ ൫𝐤 + 𝐿 ⋅ 𝐤θ,ex൯ఏ     (9) 



where 𝐻෩user represents the OTF provided by the user for the reconstruction algorithm. Symbol * 
denotes the conjugate operation. Substituting Eqs. (5–7) into Eq. (9), the directly-combined spectrum 
can be expressed as 𝑆ሚdirectly-combined(𝐤) ≅  ∑ ൛𝑔൫𝐤 + 𝐿 ⋅ 𝐤θ,ex൯ ⋅ 𝑆ሚ(𝐤) ⋅ ൣ𝐻෩det൫𝐤+𝐿 ⋅ 𝐤θ,ex൯ ⋅ 𝐻෩௨௦∗ ൫𝐤 + 𝐿 ⋅ 𝐤θ,ex൯൧ +ఏ 𝑔൫𝐤 + 𝐿 ⋅ 𝐤θ,ex൯ ⋅ ൣ𝐵෨ ᇱ൫𝐤+𝐿 ⋅ 𝐤θ,ex൯ + 𝑁෩ᇱ൫𝐤+𝐿 ⋅ 𝐤θ,ex൯൧ൟ (10) 

In Eq. (10), the weight 𝑔 not only attenuates the residual background signal spectrum, but it also 
simultaneously attenuates the real sample signal spectrum. In addition, it is worth noting that 𝐻෩det(𝐤) 
is the actual OTF that matches the imaging conditions during the raw data acquisition, while 𝐻෩use(𝐤) is usually generated by experimental measurements or mathematical models. 

Thereafter, deconvolution and apodization are applied to increase the spatial resolution and 
suppress high-frequency related artifacts. For traditional Wiener-SIM, the reconstructed spectrum can 
be obtained by the generalized Wiener filter deconvolution2 𝑆ሚSIM(𝐤) = 𝑆ሚdirectly-combined(𝐤) ⋅ 𝑊෩ (𝐤)                       (11) 

𝑊෩ (𝐤) = ෨(𝐤)∑ ൫𝐤ା⋅𝐤θ,ex൯ഇ ⋅หு෩ೠೞ൫𝐤ା⋅𝐤θ,ex൯หమା௪మ                     (12) 

where 𝐴ሚ(𝐤) is the apodization function. 𝑤  is the deconvolution Wiener constant, which is an 
empirical value. In the traditional Wiener-SIM we implemented, 𝐻෩௨௦(𝐤) is an approximate OTF 
generated based on the parameters of the detection objective and emission wavelength5,9 

𝐻෩௨௦(𝐤) = 2b(|𝐤|)-sinሾ2b(|𝐤|)ሿ                            (13) 

where 𝑏(𝐤) = cos-1 ቀ 𝐤𝐤cቁ , 𝐤c = 2NAఒem
 is the cutoff frequency of the imaging system; NA  is the 

numerical aperture (NA) of the detection objective; and 𝜆em is the emission wavelength. Apodization 
function 𝐴ሚ(𝐤) has the same form as 𝐻෩௨௦(𝐤), but the cutoff frequency is extended to 𝐤θ,ex + 𝐤c. To 
properly compensate for the deviation of 𝐻෩௨௦(𝐤) relative to 𝐻෩det(𝐤), a modified model of OTF is 
generally used5,10 𝐻෩௨௦ᇱ (𝐤) = 𝐻෩௨௦(𝐤) ⋅ 𝛽|𝐤|                         (14) 

where 𝛽 is a “dampening” factor for compensating aberrations, which is an empirical value. In the 
traditional Wiener-SIM implemented by us, 𝛽 ranges from 0 to 1. 

Finally, the reconstructed SR image can be obtained as 𝐼SIM(𝐫) = 𝐹ିଵൣ𝑆ሚSIM(𝐤)൧                         (15) 

where 𝐹ିଵሼ⋅ሽ denotes the inverse Fourier transform. 

1.2 Knotty issues in traditional Wiener-SIM reconstruction 
As discussed above, traditional Wiener-SIM estimates the illumination pattern parameters from 

the raw data, and then reconstructs SR images based on the generalized Wiener filtering deconvolution 
procedure (Eqs. (9–15)). Many efforts have been made to pursue high-quality SR images with minimal 
artifacts, including in-depth imaging system establishment protocol11, accurate reconstruction 
parameter estimation2-6, practical guidelines for data acquisition and sample preparation7,12, fine tuning 
of user-defined parameters10, and some open-source reconstruction tools5,6,13,14. Even so, reconstruction 



artifacts still cannot be avoided in practice15. 

1.2.1 Typical artifacts in SR-SIM images 
Reconstruction artifacts in SR-SIM images have been discussed extensively recently. A few 

summaries can be found in published papers6,7,10. Although some kinds of artifacts can be distinguished 
subjectively, it is difficult to robustly eliminate them. Artifacts frequently appear in the SR-SIM images 
even in publications5,7,15. 

Artifacts related to parameter estimation and high-frequency noise. Generally, raw data with 
high modulation depths and high signal-to-noise ratio (SNR) is beneficial for estimating correct 
reconstruction parameters and reducing reconstruction artifacts2,6,7,16-18. For suboptimal raw data with 
low SNR, strong background fluorescence, or low modulation contrast, traditional Wiener-SIM may 
not be able to estimate the correct pattern vectors, resulting in hatching artifacts7. Even if the correct 
pattern vectors can be determined, the pattern modulation depths estimated from these suboptimal data 
are usually smaller than the actual values. Smaller modulation factors will cause the high-order shifted 
components in the recombined spectrum to be over-amplified, causing snowflake-like or sidelobe 
artifacts6,7,10. Moreover, as the high-frequency noise in the recombined spectrum can be amplified 
synchronously (Eqs. (6, 7, 12)), the random discontinuous artifacts, such as hammerstroke artifacts, 
in the reconstructed image become serious7. 

Artifacts associated with the abnormal spectrum. Even if the correct reconstruction parameters 
are estimated, SR-SIM images reconstructed by traditional Wiener-SIM may still suffer from artifacts. 
As shown in Eqs. (6,7), the residual background signal spectrum at the center of the high-order shifted 
components often causes honeycomb artifacts. Moreover, a too-small wiener constant can cause 
hammerstroke artifacts because the high-frequency noise spectrum cannot be effectively suppressed10. 
In addition, another cause of sidelobe artifacts is the patchy features of the reconstructed spectrum that 
may be caused by OTF mismatch10. 

In general, the reconstruction of suboptimal data is more prone to artifacts. However, in practice, a 
large amount of suboptimal data is often inevitably collected in SIM imaging. To avoid the risk of 
artifacts, these suboptimal raw data are not effectively utilized or even abandoned. This not only causes 
a waste of time and money in imaging experiments, but more importantly limits the wide application of 
SR-SIM in some special situations, such as samples with strong background fluorescence or 
suboptimal modulation contrast. 

1.2.2 Trade-off between eliminating artifacts and protecting fine sample structures 
As discussed above, OTF attenuation method is generally employed in traditional Wiener-SIM to 

suppress artifacts and improve optical sectioning (OS) (Eq. (8)). However, as shown in Eq. (10), OTF 
attenuation can simultaneously attenuate the residual out-of-focus signal and the real sample signal. 
Thus, there is a trade-off between eliminating artifacts and protecting fine and weak structures 
(Fig. 5). If the attenuation strength is small, the reconstructed images may still contain obvious residual 
background fluorescence and related artifacts. Conversely, as the attenuation strength increases, some 
fine and weak structures in the reconstructed images may be attenuated or even disappear completely5.  

Properly increasing the wiener constant can also reduce certain reconstruction artifacts7. However, 
as the wiener constant increases, the fine structures in the reconstructed image become blurred due to 
the attenuation of high-frequency signals, and some weak sample features may also be attenuated or 
even lost in the reconstructed images5. Therefore, it is generally recommended to set a smaller wiener 
constant to ensure the spatial resolution and avoid losing the real sample features as much as possible, 



at the cost of possible artifacts. 

1.2.3 Trade-off between super-resolution and optical sectioning in 2D-SIM 
For 2D-SIM imaging, out-of-focus background is the main challenge that limits the SR image 

quality in addition to reconstruction artifacts18. In terms of imaging principle, due to the missing-cone 
problem of optical transfer function (OTF)2, there is a trade-off between optimal OS performance 
and doubling the lateral resolution. Thus, 2D-SIM images with the best lateral resolution usually 
show weak OS performance18-24. 3D-SIM overcomes this disadvantage and obtains twice the lateral 
and axial resolution simultaneously, but the slow imaging speed makes it unsuitable for fast and 
long-term dynamic imaging. In terms of algorithm implementation, using 2D OTF to reconstruct 2D 
data of 3D samples (both two-beam interference data and single-slice three-beam interference data), the 
“Wiener deconvolution” solution in Eq. (12) is one of the important factors limiting the sectioning 
capability of 2D Wiener-SIM algorithms. As far as we know, there is a strong convex peak in the 
center of 𝑊෩ (𝐤) in Eq. (12), which can enhance the residual out-of-focus spectrum at the center of 
reconstructed spectrum 𝑆ሚSIM(𝐤) in Eq. (11). Therefore, SR images reconstructed by 2D Wiener-SIM 
usually contain obvious residual background fluorescence and related artifacts (Figs. S8b and 
S15–S17). In addition, for single-slice 3D-SIM data, SR images reconstructed by 2D Wiener-SIM 
usually contain more residual out-of-focus background than those reconstructed by full 3D-SIM 
reconstruction (Fig. S18). To date, many methods have been developed to improve the OS performance 
of 2D-SIM5,20-24. However, most of these methods, such as OTF attenuation and MAP-SIM20, cannot 
well balance the trade-off between suppressing out-of-focus background and preserving fine and weak 
structures (Figs. 5 and S14).  

1.2.4 Effect of PSF mismatch in Wiener-SIM 
PSF represents the actual response of the imaging system to the fluorescent point source. As 

shown in Eqs. (9–12), the reconstruction process of Wiener-SIM involves the actual OTF of the 
imaging system (𝐻෩ௗ௧(𝐤)) and the OTF provided by the user (𝐻෩௨௦(𝐤)). Therefore, using a PSF that 
matches the actual imaging conditions during the raw data acquisition is another crucial factor to 
ensure high-quality SR images by Wiener-SIM2,7,10,17. Typically, the equivalent OTF of SR-SIM 
obtained by directly combining the shifted spectrum components will generate patchy features, 
resulting in that the corresponding PSF also contains strong sidelobes (Fig. 1a-c). As a result, the 
reconstructed SR-SIM image before deconvolution has strong sidelobe artifacts parallel to the real 
image (Fig. S1a,d,g). If the PSF used for deconvolution matches the actual imaging conditions, the 
“Wiener deconvolution” procedure could correct the abnormal features, and obtain SR images with 
minimal artifacts. (Fig. S7). However, once the adopted PSF does not match, the reconstructed 
spectrum obtained by “Wiener deconvolution” procedure will remain abnormal features, which result 
in artifacts in the final SR image (Figs. 2 and S4a,b). Therefore, in SIM imaging, it is usually 
emphasized to measure the actual PSF for the reconstruction algorithms to avoid artifacts. However, 
calibrating the actual PSF is a complex and professional task7, which is hardly done by regular users.  

1.2.5 Complex adjustment of multiple user-defined parameters 
In addition to the experimental inputs, including the raw SIM data and the adopted PSF/OTF, the 

quality of SR-SIM images depends on multiple user-defined reconstruction parameters10,25. For 
Wiener-SIM, there are many user-defined parameters, including Wiener filter parameter, apodization 
parameters, zero order suppression parameters, OTF correction parameter, which need to be manually 
adjusted during the reconstruction. These typical parameters were well summarized in the recently 



published paper10. Unreasonable user-defined parameters can also cause reconstruction artifacts. 
Generally, users need to adjust the user-defined parameters according to the characteristics and quality 
of the raw data. For ordinary users, the effects of these user-defined parameters and the quality of the 
reconstructed images remain a “black box”. Although some protocols for guiding the setting and 
adjustment of user-defined parameters exist10,26, the professional and complicated optimization process 
limits the accessibility of ordinary users and biologists. 

In summary, the reconstruction of SR-SIM still faces the challenges of the above-mentioned 
knotty issues due to the lack of simple, effective, and general solutions. Currently, Wiener-SIM-based 
algorithms have high requirements on the raw SIM data, the PSF used, and user-defined parameters, 
which complicate the reconstruction of SR-SIM, and may destroy the confidence of most ordinary 
users and biologists in SR-SIM technology. Therefore, it is critical to develop a robust and 
easy-to-operate high-fidelity SIM algorithm to solve these knotty issues in SIM reconstruction.  



Supplementary Note 2 High-fidelity SIM reconstruction algorithm based 
on PSF engineering 

To overcome the above-mentioned problems in traditional Wiener-SIM reconstruction, we have 
developed a high-fidelity SIM reconstruction algorithm (hereinafter referred to as “HiFi-SIM”) for 
reconstructing high-quality SR-SIM images with minimal artifacts. HiFi-SIM solves these knotty issues 
by optimizing the illumination parameter estimation algorithm and the reconstructed spectrum 
recombination algorithm. The details are discussed below. 

2.1 Automatic determination of illumination pattern parameters 
Accurate estimation of the illumination pattern parameters from raw SIM data is essential to 

reconstruct high-quality SR-SIM images. Small deviations of reconstruction parameters may cause 
noticeable reconstructed artifacts7,10,17. To our knowledge, the “cross-correlation-based” methods were 
used most widely for parameter estimation2-6,13,14. The methods calculate the cross-correlation map of 
the 0-order separated spectrum and the 1-order separated spectrum to determine the pattern wave 
vectors. However, as these spectrum components are always attenuated by the OTF of the imaging 
system, the peaks associated with the pattern wave vector may be very weak in the cross-correlation 
map27, often lower than the values in the low-frequency region (Fig. S2a). Thus, a MASK is generally 
used to define the fitting region of the peak position of the pattern vectors5,13. The radius of the MASK 
usually needs to be manually determined or even repeatedly adjusted to search for the correct peak 
position, especially for TIRF-SIM data where the spatial frequency of the excitation pattern is close to 
the cutoff frequency of the imaging system (Fig. S2a,b). For samples with obvious periodic structures, 
in particular, the local periodicities of the sample structures and the illumination pattern wave vectors 
are difficult to be distinguished with the current cross-correlation methods3,4 (Fig. S2d,e). 

To address the above problems, we developed a modified method to determine the pattern vectors 
by the combination of amplitude normalized cross-correlation6,28 with a spectrum notch (Fig. S1a), 
including two steps of raw data preprocessing and cross-correlation calculation.  

Step 1: Raw data preprocessing. To enhance the peaks of pattern wave vectors in the 
cross-correlation map and remove certain out-of-focus background and noise, Richardson–Lucy (RL) 
deconvolution is first performed on raw SIM data27,29, and default number of iterations is set as 5. 
Specifically, the PSF used for deconvolution is an approximate PSF obtained by the inverse Fourier 
transform of Eq. (13) to avoid complicated system calibration. 

Step 2: Automatic reconstruction parameter estimation. To reduce the contribution of the 
low-frequency signals of the initially separated spectrum components and the local-periodicity of the 
sample structures to the cross-correlation map, a notch filter was designed to attenuate the separated 
0-order and 1-order spectrum components as 

𝐹෨Notch(𝐤) = ൝ 1-eି 𝐤రమ⋅(0.5𝐤c)ర,           |𝐤| ≤ 𝐤c
              0,                 |𝐤| > 𝐤c                      (16) 

where 𝐤c is the cutoff frequency of the imaging system in reciprocal space. Then, the processed 
spectrum components are normalized by their own maximum amplitude. Finally, the cross-correlation 
map is again multiplied by the notch filter to further suppress the contribution of the low-frequency 



region. Besides the above difference, the cross-correlation calculation follows the procedure in 
fairSIM5. 

In the filtered cross-correlation map, the peaks associated with the pattern vectors become most 
prominent which can be automatically determined. In addition, our method can automatically 
determine the correct pattern vectors from the majority of biological sample data, including low SNR 
data (Figs. S21-S23), TIRF-SIM data (Fig. S2c), and even data with obvious periodic structures (Fig. 
S2f). 

2.2 Spectrum optimization of HiFi-SIM 
As discussed in Supplementary Note 1, there are still many knotty issues in traditional 

Wiener-SIM reconstruction. For these reasons, even if the reconstruction parameters are correctly 
determined, SR images reconstructed by Wiener-SIM-based algorithms may still suffer from various 
artifacts6,7,10,25. We note that the root cause of this barrier is the abnormal features of the equivalent 
OTF of SR-SIM15,18,30 (𝐻෩்௧(𝐤) in Fig. 1a). Essentially, OTF determines the relative strength of 
different frequencies in the reconstructed spectrum, so the abnormal features of 𝐻෩்௧(𝐤) are 
usually characterized simultaneously as the abnormalities in the directly-combined spectrum 𝑆ሚdirectly-combined(𝐤) (Eq. (9); Figs. 1b,c and S1a), and these abnormal spectrums are generated as 
artifacts in reconstructed images (Figs. 1b,c and S1d,g). For example, honeycomb artifacts correspond 
to multiple pairs of sharp residual background signal spectrum peaks in the center of the ±1-order 
shifted components (region A in Fig. S3a). Sidelobe artifacts correspond to the patchy features in the 
reconstructed spectrum (region B in Fig. S3a). The residual out-of-focus background of the 
reconstructed image correspond to the raised peak in the center of the reconstructed spectrum (region C 
in Fig. S3a). In addition, random discontinuous artifacts, such as hammerstroke artifacts, correspond to 
high-frequency noise in the reconstructed spectrum. This means that correcting the abnormal features 
of the equivalent OTF can eliminate the abnormalities in 𝑆ሚdirectly-combined(𝐤), thereby suppressing 
reconstruction artifacts. To solve these knotty issues in Wiener-SIM-based algorithms, HiFi-SIM 
performs a two-step spectrum optimization method based on PSF engineering to optimize 𝑆ሚdirectly-combined(𝐤).  

First, we develop an initial optimization function 𝑊෩1(𝐤)  to correct the abnormalities of 𝑆ሚdirectly-combined(𝐤). It is worth pointing out that the ideal form of OTF for SR-SIM (𝐻෩ௗ (𝐤) in Fig. 
1a) should be same form of that for wide-field imaging (𝐻෩ௗ௧(𝐤) in Fig. 1a) with the cut-off frequency 
extended to (𝒌c + 𝒌ex), where 𝒌c is the cut-off frequency of wide-field imaging and 𝒌ex is spatial 
frequency of the excitation pattern, so that the imaging result could be a perfect image in principle. 
Inspired by this, the optimization of 𝑆ሚdirectly-combined(𝐤) is equivalent to correcting the equivalent OTF 𝐻෩்௧(𝐤) to the ideal form 𝐻෩ௗ (𝐤) using 𝑊෩1(𝐤), as follows H෩ideal(𝒌)  ≅  𝐻෩்௧(𝐤) ⋅ 𝑊෩1(𝐤)                        (17) 

where 

𝐻෩ௗ (𝐤)  =  𝐻෩ௗ௧( 𝐤c𝐤cା𝐤ex
⋅ 𝐤)                         (18) 

𝐻෩்௧(𝐤)  =  exଶ 𝐻෩ௗ௧(𝐤 + 𝐤ex) + 𝐻෩ௗ௧(𝐤) + exଶ 𝐻෩ௗ௧(𝐤 − 𝐤ex)         (19) 

where 𝑚ex is the modulation depth of the excitation patterns. Theoretically, as shown in Eqs. (18,19), 



it is optimal to use the actual OTF of the imaging system (𝐻෩ௗ௧(𝐤)) to generate 𝐻෩ௗ (𝐤) and 𝐻෩்௧(𝐤), because this helps to avoid OTF mismatch problems.  
In HiFi-SIM, to avoid complex and professional OTF calibration work, a theoretical OTF in Eq. 

(14) (𝐻෩௨௦(𝐤)) is employed instead of the actual OTF. Therefore, according to the frequency domain 
Wiener filtering31, W෩1(𝒌) is designed as the following mathematical formula 

W෩1(𝒌) = ு෩ೠೞ( 𝐤c𝐤cశ𝐤θ,ex⋅𝐤)∑ 1൫𝐤+L⋅𝐤θ,ex൯⋅หு෩ೠೞ൫𝐤ା⋅𝐤θ,ex൯หమഇ ା(௪1)మ                   (20) 

𝑔1൫𝐤+𝐿 ⋅ 𝐤θ,ex൯  =  ቐ1-𝑎𝑡𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ ⋅ 𝑒ିቀ𝐤+ಽ⋅𝐤θ,exቁమ(0.5⋅attWidth)మ,           𝐿 =  ±1                        1,                                 𝐿 = 0           (21) 

where 𝑤ଵ is the initial optimization wiener constant, which is an empirical value; and 𝑎𝑡𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
and 𝑎𝑡𝑡𝑊𝑖𝑑𝑡ℎ are the attenuation strength and width, respectively, which are empirical constant 
values determined according to the quality of raw data. Here, the power spectrum ห𝐻෩௨௦൫𝐤 + 𝐿 ⋅𝐤θ,ex൯หଶ instead of ห𝐻෩௨௦൫𝐤 + 𝐿 ⋅ 𝐤θ,ex൯ห is used in the denominator to avoid errors arising from 

coordinates of ±𝐤θ,ex not satisfying the “Fourier shift theorem”2,14. Similar to the traditional Wiener 
deconvolution solution (Eqs. (8, 12)), the weight function 𝑔1൫𝐤+𝐿 ⋅ 𝐤θ,ex൯ is also used to modulate the 
raised peaks at the center of the shifted OTFs. The difference is that the weight of the 0-order 
component in 𝑔1൫𝐤+𝐿 ⋅ 𝐤θ,ex൯ is set to 1 to modulate the center of the optimized OTF as an inverted 
peak (Fig. 1d,e). This overcomes the challenge that W෩ (𝑘) in Eq. (12) always enhances the residual 
out-of-focus background of the reconstructed image, thereby improving the optical sectioning of the 
reconstruction algorithm. With the initial optimization by W෩1(𝒌) , the abnormalities of 𝑆ሚdirectly-combined(𝐤) can be well corrected (Figs. S3a,b), so the typical artifacts such as sidelobes, 
honeycombs, and hammerstroke artifacts, as well as the residual background, are effective eliminated 
in reconstructed images (Fig. S3e,h). 

Then, we develop another optimization function 𝑊෩2(𝐤)  for deconvolution. In the initial 
optimization step, 𝐻෩௨௦(𝐤) in 𝑊෩1(𝐤) is a theoretical OTF generated based on imaging parameters. In 
this vein, the mismatch between 𝐻෩௨௦(𝐤) and the actual OTF (𝐻෩ௗ௧(𝐤)) may cause partial abnormal 
features remaining in the initial optimized spectrum, which is confirmed in Fig. S3b. To overcome the 
challenge caused by OTF mismatch, 𝑊෩2(𝐤) is also generated using 𝐻෩்௧(𝐤) based on Wiener 
filtering. Specifically, 𝑊෩2(𝐤) has the same form as Eq. (12), but the apodization function and weight 
function used are as follows 

𝐴ሚ(𝐤) = 𝑒ିభమቀ 𝐤ಲಷೈಹಾ√2ln2ቁమ
                          (22) 

𝑔2൫𝐤+𝐿 ⋅ 𝐤θ,ex൯  =  ⎩⎪⎨
⎪⎧1 − ௧௧ௌ௧௧

1.15
⋅ 𝑒ିቀ𝐤+ಽ⋅𝐤θ,exቁమ(0.5⋅attWidth)మ,           𝐿 =  ±1

1 − ௧௧ௌ௧௧
1.05

⋅ 𝑒ିቀ𝐤+ಽ⋅𝐤θ,exቁమ(0.5⋅attWidth)మ,       𝐿 = 0

         (23) 

where 𝐴𝑝𝑜𝐹𝑊𝐻𝑀  is the full width at half maximum (FWHM) of 𝐴ሚ(𝐤) 13. In HiFi-SIM, the 
apodization function 𝐴ሚ(𝐤) is used to suppress artifacts related to high-frequency noise (Fig. S21). The 
deconvolution wiener constant in 𝑊෩2(𝐤) is denoted as 𝑤ଶ, which is also an empirical value. In 



addition, similar to the problem in traditional Wiener-SIM (Supplementary Note 1), applying OTF 
attenuation in 𝑊෩1(𝐤) may cause fine and weak signals to be attenuated or even lost (Fig. S3e,h). To 
this end, the weight function 𝑔2൫𝐤+𝐿 ⋅ 𝐤θ,ex൯ is used for active compensation the attenuated signals. 
With the deconvolution optimization by W෩2(𝒌), the reconstructed spectrum has almost no obvious 
abnormal features and the high-frequency signal is significantly enhanced (Fig. S3c), thereby obtaining 
the high-fidelity SR-SIM image with minimal artifacts (Fig. S3f). In particular, the joint optimization 
of W෩1(𝒌) and W෩2(𝒌) can better balance the trade-off between rejecting the out-of-focus blur and 
protecting fine and weak structures during SIM reconstruction, thus effectively recovering the 
attenuated or lost real signals in the initial optimization step (Fig. S3h,i).  

Finally, the high-fidelity SR-SIM image obtained by spectrum optimization is 𝐼SIM(𝐫)=F-1ൣ𝑆෨directly-combined(𝐤) ⋅ 𝑊෩1(𝐤) ⋅ 𝑊෩2(𝐤)൧(𝐫)               (24) 

The default empirical parameters in HiFi-SIM work well for most tested data with acceptable 
quality (for two-beam SIM: 3 angles, 3 phases; for three-beam SIM (see Section 2.3 of Supplementary 

Note 2): 3 angles, 5 phases): 𝛽 = 1.0; attWidth =1.0; 𝐴𝑝𝑜𝐹𝑊𝐻𝑀 =  min ቄ0.5,  0.5𝐤ex𝐤c ቅ; 𝑤ଵ=1.2; 𝑤ଶ=0.1. Only attenuation strength 𝑎𝑡𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ  needed to be manually set to adjust the OS 
performance (Fig. S20). See Supplementary Note 3 for a detailed discussion of the reconstruction 
parameter settings. 

Note that HiFi-SIM is more immune to reconstruction artifacts related to OTF mismatch, 
compared with Wiener-SIM (Figs. S4 and S5). Therefore, HiFi-SIM can use the theoretical OTF 
generated based on imaging parameters instead of the actual OTF to reconstruct high-quality SR 
images, thereby avoiding the complicated and professional work of calibrating the actual OTF.  

HiFi-SIM is implemented with a graphical user interface (GUI) of MATLAB software (see 
Supplementary Code). 

2.3 HiFi-SIM extension for single-layer 3D-SIM data reconstruction 
HiFi-SIM has been extended to reconstruct single-layer 3D-SIM data. For 3D-SIM data, a method 

similar to that in 2D-SIM is used to determine the reconstruction parameters (see Supplementary 
Code). After determining the reconstruction parameters, as in Eqs. (8,9,14), the directly combined 
spectrum 𝑆ሚdirectly-combined(𝐤) can be obtained. The difference is that the spectrum order L = -2, -1, 0, 
+1, +2, due to the addition of ± 2-order shifted spectrum components. 

For single-layer 3D-SIM data reconstruction, the initial optimization function 𝑊෩1(𝐤) has the 
same form as Eqs. (20, 21), and the spectrum components L = -2, -1, 0, +1, +2. Also, in the weight 
function 𝑔1൫𝐤+𝐿 ⋅ 𝐤θ,ex൯, the weights of ±1-order and ±2-order components are the same, while the 
weight of 0-order component is 1.  

Similarly, the deconvolution function W෩2(𝒌) has the same form as Eq. (12), and the apodization 
function in W෩2(𝒌) is the same as Eq. (22). The weight function of W෩2(𝒌) is as follows 

𝑔2൫𝐤+𝐿 ⋅ 𝐤θ,ex൯ =
⎩⎪⎨
⎪⎧ ଵ1.2 ቐ1 − 𝑎𝑡𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ ⋅ 𝑒ିቀ𝐤+ಽ⋅𝐤θ,exቁమ(0.5⋅attWidth)మቑ ,       𝐿 =  ±1, ± 2

1 − ௧௧ௌ௧௧
1.05

⋅ 𝑒ିቀ𝐤+ಽ⋅𝐤θ,exቁమ(0.5⋅attWidth)మ,          𝐿 = 0       (25) 



In addition, all empirical parameters are the same as those in HiFi-SIM for 2D-SIM data 
reconstruction, and use the same default values (see Section 2.2 of Supplementary Note 2 and 
Supplementary Note 3). 

2.4 Simulation of equivalent OTFs of directly-combined SR-SIM and HiFi-SIM 

The OTFs and PSFs of wide-field imaging, directly-combined SR-SIM, and ideal SR-SIM (Fig. 
1a), were calculated from the theoretical OTF of TIRF imaging (Eq. (13)) and TIRF-SIM imaging 
conditions. The imaging system parameters include excitation wavelength of 488 nm, emission 
wavelength of 525 nm, oil objective with NA of 1.49, and the single pixel size of 65 nm/pixel. The 
theoretical OTF of directly combined SR-SIM as in Eq. (19)18,30. For the simulation of Fig. 1, the 
modulation depth of the excitation pattern 𝑚ex = 1.0. In addition, the ideal OTF of SR-SIM is given in 
Eq. (18).  

For 2D-SIM, the equivalent OTF of the directly combined spectrum 𝑆ሚdirectly-combined(𝐤)  is 
generated based on the power spectrum of theoretical OTF (Fig. 1b,c) 

𝐻෩directly-combined(𝐤)  =  ∑ ൜ு෩ೠೞ(𝐤ା𝐤θ,ex)ு෩ೠೞ∗(𝐤ା𝐤θ,ex)ଶ + 𝐻෩௨௦(𝐤)𝐻෩௨௦∗(𝐤) + ு෩ೠೞ(𝐤ି𝐤θ,ex)ு෩ೠೞ∗(𝐤ି𝐤θ,ex)ଶ ൠఏ    

(26) 

where 𝜃 represents the orientation of illumination pattern (𝜃 = 1, 2, 3).  
As shown in Eq. (9), optimizing 𝑆ሚdirectly-combined(𝐤) is equivalent to optimizing its equivalent OTF 𝐻෩directly-combined(𝐤), so the equivalent OTF of HiFi-SIM (Fig. 1d) can be expressed as 𝐻෩HiFi-SIM(𝐤)  =  𝐻෩directly-combined(𝐤) ⋅ 𝑊෩1(𝐤) ⋅ 𝑊෩2(𝐤)                 (27) 

With the joint optimization by 𝑊෩1(𝐤) and 𝑊෩2(𝐤), the equivalent OTF of HiFi-SIM with relative 
uniform axial and circumferential distribution can be obtained, thereby realizing perfect SR-SIM with 
little artifacts (Fig. 1d-f). It is worth noting that 𝐻෩HiFi-SIM(𝐤) presents a downward central depression, 
ensuring that HiFi-SIM has better OS capability than Wiener-SIM. 
  



Supplementary Note 3 Guidelines for parameter setting in HiFi-SIM 

HiFi-SIM can be used for reconstructing raw SIM data collected on commercial setups and 
custom-built setups. Here, we suggested an optimization process to guide users to reconstruct 
high-quality SR-SIM images from raw data with different qualities using HiFi-SIM. HiFi-SIM provides 
a Simple mode and a Professional mode to meet the reconstruction of raw data with high-quality and 
suboptimal quality, respectively. 

 

First, the pattern parameters, including wave vector 𝐤ఏ,௫, initial phase 𝜙ఏ, and modulation depth 𝑚ఏ from raw data, are determined by the amplitude normalized cross-correlation combined with a 
spectrum notch filter.  

Then, the estimated modulation depth 𝑚ఏ is used as a criterion for evaluating the quality of the 
raw data: 
 If 𝑚ఏ is less than 0.1, it indicates that no valid SIM pattern can be detected from the raw data. 

Treated as invalid SIM data and not used for further processing. 

 If 𝑚ఏ is greater than 0.5, the quality of the raw data is good. 
For data with such good quality, it is recommended to use the Simple mode of HiFi-SIM. In 

simple mode, the parameters 𝑤ଵ = 1.2, 𝛽 = 1.0 are fixed default values, and 𝐴𝑝𝑜𝐹𝑊𝐻𝑀 is 
automatically estimated by the excitation pattern spatial frequency and the detection objective 
cutoff frequency (Supplementary Note 2). Only 𝑎𝑡𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ  needs to be adjusted for 
controlling the sectioning capability (Fig. S20). In HiFi-SIM, the value of 𝑎𝑡𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ is 0~1. 
When 𝑎𝑡𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ = 0, OTF attenuation is turned off.  

The Simple mode can guarantee high-fidelity SR image without noticeable artifacts, 
which is suitable for most data and most ordinary users. 

 If 𝑚ఏ is greater than 0.1 but less than 0.5, the quality of the raw data is likely to be low, but it 
still contains many useful information.  



For data with such low quality, it was recommended to be treated with special care by 
fairSIM because serious artifacts could appear. HiFi-SIM can still obtain high-quality SR-SIM 
images, but additional parameters, including 𝐴𝑝𝑜𝐹𝑊𝐻𝑀, 𝛽, and 𝑤ଵ, may need to be adjusted 
depending on the reason for the low modulation depth. We recommend the following range of 
values for these parameters: 𝐴𝑝𝑜𝐹𝑊𝐻𝑀 is 0.3–0.5; 𝛽 is 0.2–2.0; 𝑤ଵ is 0.9–2.5. 
(1) For raw data with strong background or hollow structures: in addition to adjusting 𝑎𝑡𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ to control the sectioning capability, appropriately reducing the “damping” 

factor 𝛽 of the theoretical OTF is beneficial to remove the residual out-of-focus and related 
artifacts (Figs. 3d,e, 6a, S16 and S19c). In this case, the value range of 𝛽 is 0.2 to 1.0. 

(2) For raw data with low SNR, in addition to adjusting 𝑎𝑡𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ  to control the 
sectioning capability, appropriately reducing the parameter 𝐴𝑝𝑜𝐹𝑊𝐻𝑀 is beneficial to 
suppress artifacts related to high-frequency noise (Fig. S21). Moreover, appropriately 
increasing 𝛽  can enhance the low-frequency and medium-frequency signals of the 
reconstructed spectrum, which is conducive to improving the reconstruction quality of data 
with low SNR (Figs. S22 and S23). In this case, the value range of 𝛽 is 1.0 to 2.0. 

(3) For suboptimal data that may be caused by low sample contrast, or poor optical 
alignment, in addition to adjusting 𝑎𝑡𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ  to control the sectioning capability, 
appropriately reduce both 𝐴𝑝𝑜𝐹𝑊𝐻𝑀 and 𝛽 to obtain better quality reconstructed image.  

In both Simple mode and Professional mode, OTF attenuation width attWidth = 1.0 and 
deconvolution wiener constant 𝑤ଶ = 1.0 are fixed values by default. The value range of wiener 
constant 𝑤ଵ  is 0.9 to 2.5, which is 1.2 by default in this study. In addition, increasing 𝑤ଵ 
appropriately helps to enhance the weak signal in the background area (Fig. S23f,g). 

In summary, for most of the raw SIM data with acceptable quality, HiFi-SIM can reconstruct 
high-fidelity SR images with default parameters. For raw SIM data with suboptimal quality, users can 
easily reconstruct high-quality SR images by appropriately adjusting parameters according to the above 
guidelines. HiFi-SIM could make SR-SIM technology friendly to non-professional users and promote it 
to be widely used as a general daily imaging tool. 
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Figure S1 | Reconstruction flow of HiFi-SIM. a, Flow chart of HiFi-SIM, including preprocessing, automatic reconstruction 

parameter estimation, and spectrum optimization. b, Images of tubulin filaments, obtained by Wiener-SIM and Richardson-Lucy 

(RL) deconvolution SIM (RL-SIM)27 in the open-source package fairSIM5 (attenuation strength 0.99, FWHM 1.5 cycles/micron, 

Wiener parameter 0.1, RL iteration 5), for comparison. The right-upper corners show the corresponding spectrum. The 

TIRF-SIM data of tubulin filaments was from the fairSIM website. Scale bar: 3 μm.  

  



 
Figure S2 | Comparison of typical methods for estimating the pattern wave vectors. a-c, the cross-correlation maps obtained 

from a TIRF-SIM data set using the conventional cross-correlation method5, normalized phase cross-correlation method6,28, and 

our method. 𝒌c is the cut-off frequency of wide-field imaging. d-f, the cross-correlation maps obtained from a periodic structure 

data using the conventional cross-correlation method, normalized phase cross-correlation method, and our method. By 

combination of amplitude normalized cross-correlation combined with the spectrum notch filter, our method can automatically 

find the correct peaks in the cross-correlation maps for the TIRF-SIM data and the periodic structure data.   



 
Figure S3 | Effects of the two-step spectrum optimization algorithm on the reconstructed spectrum and reconstructed 

images. Microfilaments in live COS7 cells expressing mEGFP-Lifeact were imaged by our home-built TIRF-SIM system with 

488 nm excitation. a, directly-combined spectrum by summing all the shifted spectrum components, as Eq. (9) in Supplementary 

Note 1. b, reconstructed spectrum after initial optimization through 𝑊෩1(𝐤). c, reconstructed spectrum after further deconvolution 

optimization by 𝑊෩2(𝐤). d-f, reconstructed images corresponding to a-c. g-i, magnified images of the white box regions in (d-f). 

Note that the typical artifacts appearing in reconstructed image (d) are directly related to the abnormal features in the 

reconstructed spectrum (a). Honeycomb artifacts correspond to multiple pairs of sharp residual background signal spectrum 

peaks in the center of the ±1-order shifted components (region A). Sidelobe artifacts correspond to the patchy features in the 

reconstructed spectrum (region B). The sectioning capability is limited by the spectrum peak of the residual out-of-focus 

background in the center of the reconstructed spectrum (region C). Application of 𝑊෩1(𝐤) can attenuate the signals in regions A 

and C, and correct the “kinked fluctuation” in region B. As a result, the honeycomb, sidelobe, and hammerstroke artifacts, as well 

as the residual defocused background are eliminated (b,e,h). However, the application of 𝑊෩1(𝐤) also causes region D to 

collapse downward, thereby causing the real sample structures to be attenuated or even lost (h). Application of 𝑊෩2(𝐤) not only 

improves the spatial resolution but also recovers the attenuated sample structures (red ellipses). Scale bar in (a-c), 5 μm; in (g-i) 

1 μm.   



 
Figure S4 | Effects of different OTFs on the reconstructed results by fairSIM and HiFi-SIM. 100-nm fluorescent beads 

were imaged by our home-built TIRF-SIM system with 488 nm excitation. a, reconstructed spectrum by fairSIM using OTFs 

with “dampening” factor ranged from 0.2 to 1.0 (attenuation strength 1.0, FWHM 1.5 cycles/micron, Wiener parameter 0.1). b, 

corresponding reconstructed SR-SIM images. c, reconstructed spectrum by HiFi-SIM using the same OTFs as in a. d, 

corresponding reconstructed SR-SIM images. e, reconstructed spectrum by HiFi-SIM using the measured OTF, and the 

corresponding SR image. The right-upper corners show magnified individual beads in the white-box regions. Note that there are 

obvious patchy features in the reconstructed spectrum of fairSIM using OTFs with different dampening factor, resulting in 

obvious sidelobe artifacts in the reconstructed images. Gradually reducing the “dampening” factor is beneficial for correcting the 

patchy features of the reconstructed spectrum, thereby suppressing the sidelobe artifacts in the reconstructed images. By contrast, 

HiFi-SIM can effectively correct the patchy features that appear in the reconstructed spectrum of fairSIM to achieve high-quality 

SIM reconstruction with all the OTFs. This demonstrates that HiFi-SIM is more immune to reconstruction artifacts related to 

OTF mismatch than Wiener-SIM. Therefore, HiFi-SIM can employ the theoretical OTF generated based on imaging parameters 

for SIM reconstruction, avoiding the complicated calibration of the experimental OTF. Scale bar in (b,d,e) 2 μm.  

  



 
Figure S5 | Comparison of the reconstructed results of HiFi-SIM using the theoretical OTF and the accurately measured 

OTF, respectively. The test data of microtubules in COS7 cells and the measured OTF were from the OpenSIM algorithm14. a, 

Comparison of the theoretical OTF generated based on the imaging parameter (NA = 1.49, excitation wavelength = 488 nm, 

emission wavelength = 515 nm, calibration = 60 nm/pixel) and the accurately measured OTF. Of note, the cut-off frequency of 

the measured OTF seems to be smaller than that of the theoretical OTF, and the measured OTF has lower relative intensity in the 

medium- and high-frequency regions. This indicates that the theoretical OTF has obvious deviation with the actual imaging 

conditions. b, c, reconstructed spectrum of HiFi-SIM using the theoretical OTF and measured OTF, respectively. d, equivalent 

wide-field image. e, f SR images of HiFi-SIM using the theoretical OTF and the measured OTF, respectively. g-i, magnified 

images corresponding to the red box regions in (d-f). Note that the reconstructed image quality obtained by HiFi-SIM using the 

theoretical OTF is comparable to that obtained using the accurately measured OTF. This confirms that HiFi-SIM has a strong 

immunity to the reconstruction artifacts related to OTF mismatch. Therefore, HiFi-SIM uses a theoretical OTF by default, thus 

avoiding complex and professional OTF calibration. Scale bar in (d-f), 6 μm; in (g-i), 2 μm. 

  



 

Figure S6 | Layout of our home-built 2D-SIM system. Our 2D-SIM setup was constructed around a commercial inverted 

fluorescence microscope (IX83, Olympus, Japan). An exciting light beam of 488 nm (Genesis MX488-500 STM, Coherent, USA) 

is coupled into a single-mode polarization-maintaining optical fiber after strobed by an acoustic-optic tunable filter 

(AOTFnC-VIS, AA Opto-Electronic, France). The emergent laser beam is collimated to a diameter of 15 mm by using a super 

apochromatic objective (TL2X-SAP, Thorlabs Inc., USA) and then transmitted through an achromatic half-wave plate 

(AHWP10M-600, Thorlabs Inc., USA) and polarization beam splitter (PBS) (PBS251, Thorlabs Inc., USA). Then the beam is 

vertically projected onto a ferroelectric liquid-crystal spatial light modulator (SLM, SXGA-3DM, Fourth Dimension Displays, 

UK). Diffracted beams pass through an optical 4f system consisting of two self-designed achromatic doublets, L1 (f1 = 300 mm) 

and L2 (f2 = 150 mm), and enters an IX83 microscope. At the focal plane of lens L1, a spatial mask (SM) consisting of six 

symmetrical 0.2 mm diameter pinholes is used to filter out ±1-order diffraction beams. A liquid-crystal variable retarder 

(LVR-200-VIS-TSC-1L, Meadowlark Optics, USA) and a quarter wave plate (AQWP05M-600, Thorlabs Inc., USA) was 

employed to modulate the polarization state of the filted ± 1 order diffraction beams. The two beams enter an Oil immersion 

objective (NA = 1.49, UAPON 100× OTIRF, Olympus, Japan) from two side to form high contrast sinusoidal pattern at the focal 

plane. The period of the pattern could be adjusted by changing the loaded image at SLM for TIRF-SIM or convention SIM with 

incident beam angle smaller than the critical angle of TIRF. A scientific sCMOS camera (ORCA Flash 4.0 V2, Hamamatsu 

Photonics) was used to capture fluorescent images.  

  



 
Figure S7 | Comparison of the reconstructed results of different algorithms using the accurately measured OTF. Raw data 

is the same as in Fig. 2. a, SR images reconstructed by the traditional Wiener-SIM we implemented, and the Wiener-SIM (called 

‘re-Wiener’), TV-SIM and Hessian-SIM implemented in [6], using the accurately measured OTF. b, Reconstructed spectrum 

corresponding to a. c, Magnified images of the red-box regions in a, and the line profiles along the beads in c. Compared the 

reconstructed spectrum using theoretical OTFs (Fig. 2), and found that almost no obvious patchy features are found in the 

reconstructed spectrum by using measured OTF. Therefore, artifacts in the reconstructed image are significantly reduced. 

Comparing Fig. 2b and Fig. S7c, the intensity of residual sidelobe artifacts is significantly reduced, but still exists. Scale bar in a, 

2 μm; in c, 0.5 μm. 

  



 
Figure S8 | Performance of HiFi-SIM on reconstructing SIM image of caveolae in live cells. Caveolae in live U2OS cells 

expressing mEmerald-Caveolin were imaged by a Nikon N-SIM under 2D-SIM mode with 488 nm excitation. a, equivalent 

wide-field image. b, SR image reconstructed by Nikon NIS-Elements using the calibrated OTF. c, SR image reconstructed by 

HiFi-SIM using the theoretical OTF. d-f, magnified images corresponding to the red box regions in (a-c). Reconstruction by 

Wiener-SIM of microsphere-like structures such as caveolae often yields snowflake-like sidelobe artifacts symmetrically around 

them (b, e). Because these snowflake-like sidelobes appeared as dots, they are likely to be misinterpreted as real. Moreover, if 

two caveolae close, their sidelobes can be superimposed together which makes them harder to distinguish. With these 

snowflake-like sidelobe artifacts mostly eliminated, HiFi-SIM considerably improves the quality and fidelity of SR images (c, f). 

Scale bar in (a-c) 3 μm; in (d-f), 0.5 μm. 

  



 

Figure S9 | Performance of re-Wiener, TV-SIM, and Hessian-SIM on reconstructing SR images of “Start” and “2D matrix 

of rings” patterns in Argolight slide. Raw data is the same as in Fig. 3. a, b, SR images of “line” and “ring” structures 

reconstructed by re-Wiener, TV-SIM, and Hessian-SIM implemented in [6]. c, Intensity profiles along the magenta line in a. d, 

Intensity profiles along the green line in b. Here, the three algorithms all use the same OTF as used in fairSIM (Fig. 3), and use 

the built-in notch filters to suppress pattern artifacts (a0 = 0.05, v = 1.2). Similar to the reconstruction results of fairSIM, and GE 

SoftWoRx in Fig. 3, there are obvious sidelobe artifacts and residual background in the images of re-Wiener, TV-SIM, and 

Hessian-SIM. Of note, TV and Hessian deconvolution cannot effectively eliminate the sidelobe artifacts generated in 

Wiener-SIM step. Scale bar in a, b, 5 μm. 

  



 

Figure S10 | Ground-truth (GT) images for the “Start” and “2D matrix of rings” patterns in Argo-SIM slide. a, GT image 

of the “start” patterns (line structures). Left: SR image reconstructed by HiFi-SIM from high signal-to-noise ratio (SNR) data 

with 50 ms exposure time. Right: SR image denoised by a fixed threshold is used as the GT image. b, GT image of the “2D 

matrix of rings” patterns (ring structures) was obtained by using HiFi-SIM to reconstruct high SNR contrast data with 50 ms 

exposure. The green-box region corresponds to the magnified image of Fig. 3e. Scale bar in (a, b), 5 μm.   



 

Figure S11 | Reconstruction of raw data with high SNR and large dynamic range. Raw data is the same as in Fig. 4d. a, the 

equivalent wide-field image is shown in the upper left corner, and the SR images reconstructed by fairSIM (attenuation strength 

0.999, FWHM 1.5 cycles/micron, Wiener parameter 0.1), RL-SIM27 in fairSIM (attenuation strength 0.999, FWHM 1.5 

cycles/micron, Wiener parameter 0.1, RL iteration 5), and TV-SIM implemented in [6], respectively. Here, TV-SIM used the 

same OTF as used in fairSIM. b, c, Magnified images of the equivalent wide-field, and the corresponding SR images in the 

red-box and white-box regions in a. Note that high SNR contrast raw data to ensure that fairSIM, RL-SIM, and TV-SIM can 

reconstruct good SR images. However, some local regions of these reconstructed images contain obvious sidelobe and 

non-continuous artifacts, and residual out-of-focus background. The SR images reconstructed by GE SoftWoRx and 

Hessian-SIM also contain these artifacts (Fig. 4d-f). In contrast, these artifacts are well suppressed by HiFi-SIM (Fig. 4d-f). Scale 

bar in a, 10 μm; in (b, c), 1 μm.   



 
Figure S12 | Comparison of sidelobe artifacts in reconstructed images of fairSIM, TV-SIM, Hessian-SIM, 

and HiFi-SIM. Microtubules in live COS-7 cells expressing mEGFP-Lifeact were imaged by our home-built TIRF-SIM 

system with 488 nm excitation. a, the equivalent wide-field image is shown in the left triangle, and the SR images were 

reconstructed using fairSIM, TV-SIM, Hessian-SIM, and HiFi-SIM, respectively. Among them, the reconstruction results of 

TV-SIM and Hessian-SIM were obtained by further implementing TV- and Hessian-denoising procedures6 on the result of 

fairSIM. b, Magnified images of the equivalent wide-field, and the corresponding SR images in the white-box region in a. Note 

that there are obvious sidelobe, and discontinuous hammerstroke artifacts in the reconstructed image of fairSIM. With TV- and 

Hessian-denoising, the discontinuous hammerstroke artifacts in the background region were well suppressed, but the sidelobe 

artifacts cannot be eliminated. In particular, the sidelobe artifacts in TV-SIM and Hessian-SIM become more continuous, which 

increases the risk of being misjudged as real structures. Moreover, some weak structures with intensity close to the background 

level were lost in the reconstructed images of fairSIM, TV-SIM and Hessian-SIM. In contrast, the reconstructed image of 

HiFi-SIM contains few sidelobe and hammerstroke artifacts, and retains the weak structures in the background area better. Scale 

bar in a, 6 μm; in b, 2 μm. 

  



 
Figure S13 | Comparison of fairSIM and HiFi-SIM on reconstructing open-source data sets. a-c, SR images of actin 

filaments in liver sinusoidal endothelial cells (LSECs) (Sample 1) were reconstructed by Wiener-SIM and RL-SIM in fairSIM, 

and HiFi-SIM. Note that there are obvious sidelobe artifacts and residual out-of-focus background in a and b. HiFi-SIM can 

effectively suppress these artifacts and remove the residual background, so as to obtain SR image with higher fidelity (c). d, e, 

SR images of tubulin network in U2OS cells (Sample 2) were reconstructed by fairSIM and HiFi-SIM. Noted that the strong 

background fluorescence in the raw data caused obvious discontinuous artifacts in d. HiFi-SIM generated a “cleaner” SR image 

with individual microtubules much easier to be identified (e). f, g, SR images of actin filaments in U2OS cells (Sample 3) were 

reconstructed by fairSIM and HiFi-SIM. Note that HiFi-SIM effectively removed the sidelobe and hammerstroke artifacts, as 

well as the residual background contained in f. h, i SR images of plasma membrane in LSECs (Sample 4) were reconstructed by 

fairSIM and HiFi-SIM. Note that HiFi-SIM allows for clearer identification of the cellular fenestration (nano-sized membrane 

pores)5. All test data sets (Sample 1: OMX_LSEC_Actin_525nm.tif; Sample 2: OMX_U2OS_Tubulin_525nm.tif; Sample 3: 

OMX_U2OS_Actin_525nm.tif; Sample 4: OMX_LSEC_Membrane_680nm.tif) were downloaded from the fairSIM website, 

where detailed data information and imaging parameters can be found. Scale bar in (a-c), 4 μm; in (d-g), 5 μm; in (h, i), 4 μm.  

  



 
Figure S14 | Comparison of SIMToolbox and HiFi-SIM on reconstructing SIM images from open-source data. 

Mitochondrial data acquired by a Zeiss Elyra (Sample: Mito_Zeiss.tif) was downloaded from the SIMToolbox website13, where 

data information and imaging parameters can be found. a, equivalent wide-field image. b, SR image reconstructed by 

Wiener-SIM in SIMToolbox. c, SR image reconstructed by MAP-SIM in SIMToolbox. d, SR image reconstructed by HiFi-SIM. 

e-h, magnified images of the white box regions in (a-d). All reconstruction parameters of Wiener-SIM and MAP-SIM are the 

same as the paper. Of note, there is a tradeoff between eliminating artifacts and retaining the real sample structures in SIM 

reconstruction (Supplementary Note 1). Here, the SR image of Wiener-SIM contains serious artifacts, and some sample 

structures visible in the equivalent wide-field image were lost (b, f). In the SR image of Map-SIM, the fine structures of 

mitochondria were also lost (c, g). In contrast, HiFi-SIM balances the tradeoff between eliminating artifacts and preserving 

sample structures well, and the reconstructed SR image has better quality and higher fidelity (d, h). Scale bar in (a-d), 3 μm; in 

(e-h), 1 μm. 

  



 

Figure S15 | Performance of HiFi-SIM on reconstructing SIM image of endoplasmic reticulum with strong background. 

Endoplasmic reticulum in fixed U2OS cells expressing mEmerald-ER3 were imaged by our home-built 2D-SIM system with 488 

nm excitation. a, Equivalent wide-field image is shown in the upper left corner, and the SR images were reconstructed using 

fairSIM, Hessian-SIM, and HiFi-SIM, respectively. b, c, Magnified images of the equivalent wide-field, and the corresponding 

SR images in the red-box and magenta-box regions in a. Note that SR image reconstructed by fairSIM (attenuation strength 

0.999, FWHM 1.5 cycles/micron, Wiener parameter 0.1) exhibit both sidelobe and hammerstroke artifacts. SR image obtained by 

further performing the Hessian denoising procedure on the result of fairSIM shows less hammerstroke artifacts but sidelobe 

artifacts enhanced. SR image reconstructed by HiFi-SIM shows no observable sidelobe (b), and less hammerstroke artifacts and 

residual background fluorescence (c). Scale bar in a, 5 μm; in (b, c), 2 μm.  

  



 

Figure S16 | Performance of HiFi-SIM on reconstructing SIM image of mitochondria with low modulation depth and 

strong background. Raw data of mitochondrial in live U2OS cells was downloaded from reference [32], where data information 

and imaging parameters can be found. a, Equivalent wide-field image is shown in the left corner, and the SR images were 

reconstructed by fairSIM, Hessian-SIM, and HiFi-SIM, respectively. Among them, the results of fairSIM and Hessian-SIM were 

downloaded from [32]. b, Magnified images of the red-box region in a. c, Magnified images of the white-box region in a. Note 

that there are sidelobe artifacts around some mitochondria in the reconstructed images of fairSIM and Hessian-SIM (b). In 

particular, Hessian-SIM can suppress the discontinuous artifacts in the image reconstructed by fairSIM, but the discontinuous 

segmented artifacts become more continuous. In addition, the surrounding and center of some larger mitochondria were filled 

with residual background fluorescence (c). Instead, HiFi-SIM suppresses the sidelobe artifacts and removes the residual 

background fluorescence, so that the corresponding mitochondria can be resolved into hollow structures. Scale bar in a, 8 μm; in 

(b, c), 4 μm. 

  



 
Figure S17 | Performance of HiFi-SIM on reconstructing 3D stack SIM data of thick samples. Microfilaments in fixed 

U2OS cells expressing mEGFP-Lifeact were imaged by a GE DeltaVision OMX SR under two-beam interference SIM mode in a 

3D stack (9 layers, axial step 125 nm). a, Orthogonal view of equivalent wide-field image. b, Orthogonal view of 3D SR images 

reconstructed by 2D reconstruction of SoftWoRx (Wiener parameter 0.005) plane-by-plane. c, Orthogonal view of 3D SR images 

reconstructed by 2D reconstruction of HiFi-SIM plane-by-plane. With better sectioning capability, HiFi-SIM reconstructed SR 

images with higher contrast. Scale bar: 2 μm.   



 
Figure S18 | Performance of HiFi-SIM on reconstructing single slice 3D-SIM raw data. Microfilaments in fixed U2OS cells 

expressing mEGFP-Lifeact were imaged by a GE DeltaVision OMX SR under 3D-SIM mode. a, equivalent wide-field image of 

a typical single slice. b, SR image of the same slice reconstructed by fairSIM (strength 1.0, FWHM 1.5 cycles/micron, Wiener 

parameter 0.1). c, the slice from 3D SR reconstructed by SoftWoRx (Wiener parameter 0.005). d, SR image of the same slice 

reconstruction by HiFi-SIM. Although HiFi-SIM is a 2D-SIM reconstruction, its sectioning capability effectively removes the 

residual out-of-focus background, reconstructed SR image with quality comparable to that of the same layer in the full 3D 

reconstruction by SoftWoRx. Scale bar: 5 μm.   



 
Figure S19 | Performance of HiFi-SIM on reconstructing SIM image of vesicles in live cells. Vesicles in live U2OS cells 

expressing CD63-EGFP was imaged by a GE DeltaVision OMX SR in three-beam 3D-SIM mode. a, equivalent wide-field image 

of one typical slice from 3D data sets. b, the same slice from full 3D reconstruction by SoftWORX (Wiener parameter 0.005). c, 

the same slice reconstruction by HiFi-SIM. d, intensity profiles along the magenta lines in (a-c). Ideally, vesicles with a size 

smaller or larger than SIM resolution should be resolved as beads or hollow rings, respectively. However, in the reconstructed 

images of fairSIM and Hessian-SIM, both the center and periphery of large vesicles exhibit significant residual out-of-focus 

background and related artifacts (Fig. 6). In contrast, HiFi-SIM can resolve them as hollow rings (c), similar to the results by 

3D-SIM(b). Scale bars in (a-c), 2 μm. 

  



 
Figure S20 | Effect of OTF attenuation strength on the reconstructed image quality of HiFi-SIM. Microtubules in live 

COS-7 cells expressing mEmerald-Tubulin-N-18 were imaged by our home-built TIRF-SIM system with 488 nm excitation. a, 

equivalent wide-field image. b, Reconstructed image by HiFi-SIM without OTF attenuation (attenuation strength = 0). c, 

Reconstructed image by HiFi-SIM with attenuation strength = 0.93. d, Reconstructed image by HiFi-SIM with attenuation 

strength = 0.95. Note that OTF attenuation can achieve better optical sectioning capability, and appropriately adjusting the 

attenuation strength is beneficial to suppress the residual artifacts in the background region. Scale bar: 5 μm.  

  



 

Figure S21 | Effect of parameter ApoFWHM on the reconstructed image quality of HiFi-SIM. The ring patterns in 

Argolight slide was imaged by a DeltaVision OMX SR, excited at 488 nm wavelength with 1 ms exposure time, resulting very 

low SNR. a, a Gaussian-shape function was employed as the apodization function in the reconstruction of HiFi-SIM. By 

appropriately adjusting the full width at half maximum (FWHM) of the apodization function (parameter 𝐴𝑝𝑜𝐹𝑊𝐻𝑀 ), 

high-frequency noise can be effectively attenuated, thereby suppressing artifacts related to high-frequency (b, c). We recommend 

setting 𝐴𝑝𝑜𝐹𝑊𝐻𝑀 between 0.3 and 0.5. Note that the smaller 𝐴𝑝𝑜𝐹𝑊𝐻𝑀 may sacrifice lateral resolution. Scale bar in (b, c), 

8 μm.  

  



 
Figure S22 | Performance of HiFi-SIM on reconstructing raw data with low signal-to-noise ratio. Mitochondrial SIM data 

with low SNR from the fairSIM website was employed for testing. a, SR image reconstructed by fairSIM (attenuation strength 

1.0, FWHM 1.5 cycles/micron, Wiener parameter 0.1). b, c SR images obtained by further denoising the result of fairSIM using 

the TV and Hessian denoising procedures in [6]. d, SR image reconstructed by HiFi-SIM (𝑎𝑡𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 0.9, 𝐴𝑝𝑜𝐹𝑊𝐻𝑀  0.35, 𝛽 2.0, 𝑤ଵ 2.5). Note that HiFi-SIM can effectively suppress artifacts related to high-frequency noise by adjusting the FWHM of 

the apodization function, thereby reconstructing SR images with high quality. Scale bar in (b, c), 8 μm; in (d-g), 5 μm. 

  



 

Figure S23 | Performance of HiFi-SIM on reconstructing raw data with sub-ms exposures. The open source data of densely 

packed actin filaments in human umbilical vein endothelial cells (HUVECs) with 0.5 ms exposures from reference [6] were 

employed for testing. a, equivalent wide-field image. b, SR image reconstructed by fairSIM (attenuation strength 1.0, FWHM 1.5 

cycles/micron, Wiener parameter 0.1). c-e, SR images reconstructed by re-Wiener, TV-SIM, and Hessian-SIM in the open source 

software package in [6], and the parameter settings are the same as in the paper. f, SR images reconstructed by HiFi-SIM 

(𝑎𝑡𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 0.95, 𝐴𝑝𝑜𝐹𝑊𝐻𝑀 0.45, 𝛽 2.0, 𝑤ଵ 1.2). g, Spectrum of a-f. Although the SNR contrast of the raw data is low, 

the quality of SR image reconstructed by HiFi-SIM is better than that of fairSIM, re-Wiener and TV-SIM, and Hessian-SIM. 

Scale bar: 3 μm. 

  



 

Figure S24 | Comparison of global reconstruction of Wiener-SIM and HiFi-SIM with local reconstruction of Tiled-SIM25. 

Raw SIM data is the same as in Fig. S13a-c. a, b, SR images were reconstructed by fairSIM and HiFi-SIM, respectively. c, d, 

Magnified images of the white-box regions in (a, b). e, f, SR images of a single sub-block in 64-pixel Tiled-SIM, which were 

reconstructed by fairSIM and HiFi-SIM, respectively. It is worth noting that fairSIM and HiFi-SIM reconstruct the whole field of 

view (512 × 512 pixels) at a single time, while Tiled-SIM reconstruct the local field of view (64 × 64 pixels). Compare c and e, 

64-pixel tile reconstruction was helpful to suppress artifacts, such as sidelobe artifacts, in traditional Wiener-SIM reconstruction, 

and enhance weak signals in background area. However, all the sub-blocks of the initial Tiled-SIM are reconstructed by 

traditional Wiener-SIM. Therefore, Tiled-SIM reconstruction inevitably faces the same problems as the traditional Wiener-SIM. 

Here, we recommend using HiFi-SIM instead of the traditional Wiener-SIM to reconstruct all the sub-blocks of Tiled-SIM, which 

is beneficial in removing artifacts and residual background fluorescence in Tiled-SIM reconstruction (f). Scale bar in (a, b) 8 μm; 

in (c-f), 1 μm. 


