S1 Text. Explanation that DCA models capture linear relationships between
residues

Considering the pseudolikelihood maximized Potts model as an example, the marginal
probability of I-th position in the sequence is defined by equation (5) in main text:
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This equation can be interpreted as a Multinomial logistic regression model, a “log-linear”
model. The outcome term is the I-th position, and the input features are other positions
except I-th position. J;, (a, b) can be considered as a regression coefficient associated with
the residue type b at position k variable and the outcome (I-th position) with residue type
b. h;(b) can be interpreted as the bias parameter of position | being residue type b.

In addition, the inverse of covariance matrix (precision matrix) can also be interpreted
as linear regression models [1,2].
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