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1) Copper Tungstate Thin Film Fabrication and Characterization 

A 50 nm copper tungstate (CuWO4) thin film was deposited on indium tin oxide (ITO)/fused silicon 

dioxide substrate by pulsed laser deposition at the University of Twente, The Netherlands. First, a 5 nm ITO 

thin film was deposited on a fused silicon dioxide substrate by translating a KrF excimer laser (λ = 248 nm) 

on a rotating ITO target with an incident angle of 45° with a fluency of 2 J cm−2 and a repetition rate of 1 

Hz. The ITO target was then replaced with CuWO4 target and CuWO4 thin-film was deposited at the same 

deposition conditions. The deposition experiment was conducted at 700 °C and under 1.3 kPa oxygen 

pressure.  

The thin film surface morphology was studied with scanning electron microscopy (SEM) using FEI 

Helios Nanolab G3 at 5 kV acceleration voltage (cf. Figure S1a). Different spots in the samples were 

investigated to ensure the surface homogeneity. To confirm the formation of the CuWO4 triclinic phase, X-

ray Diffraction (XRD) using a Bruker D2 Phaser diffractometer with Co Kα1,2 radiation (λ = 1.789 Å). XRD 

measurements were conducted between 10° < 2θ < 90° every 0.14° with 3 s·step–1. Background subtraction 

was conducted by DiffracEvaluation software, and the data was plotted in Origin. Comparing to the previous 

results1, the characteristic diffraction patters of CuWO4 was observed by the XRD measurements (the peaks 

of CuWO4 are denoted by triangles in Figure S1 (b).) We hence conclude that a CuWO4 thin film was 

successfully formed on the fluorine-doped tin oxide (FTO) substrate. 

Hard X-ray Photoelectron Spectroscopy (HAXPES) scan was recorded in the HIKE station (beamline 

KMC-1) at BESSY II synchrotron, where the spectral features of both elements at different kinetic energies 

(different depths in the sample) confirm the presence of Cu2+ (Figure S1d) and W6+ in CuWO4 (Figure S1c).  

The surface morphology of the CuWO4 thin film was observed by Atomic Force Microscopy (AFM) 

displayed in Figure S1 (e). From the AFM image, the thin film was formed homogeneously on the FTO 
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substrate and the average surface roughness of the CuWO4 thin film was determined to be ~5 

nm.  Considering the penetration depth of fluorescence X-ray at the Cu L3 edge, the roughness of 

the sample surface would not affect the XAS measurements. A UV-Vis spectrum of the prepared 

CuWO4 is shown in Figure S1 (f) and the bandgap was estimated to be ~2.3 eV. 

Figure S1. Physical and chemical characterization of the CuWO4 thin films. (a) Scanning electron 

microscopy (SEM) image, (b) X-ray diffraction (XRD) of CuWO4 and the underlying fluorine-doped tin 

oxide (FTO) layer, (c) W 4f and (d) Cu 2p X-ray photoelectron spectroscopy (XPS) at different kinetic 

energies, and (e) atomic force microscopy (AFM) image of the CuWO4 thin film. (f) A UV-Vis spectrum 

of the CuWO4 thin film and Tauc plot of it (inset). In Figure S1 (B), the characteristic X-ray diffraction 

features of CuWO4 are denoted by triangles. 1 
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2) Time-resolved Optical Spectroscopy on CuWO4 

Time-resolved UV-Vis measurements were conducted on a 15nm CuWO4 thin film that was deposited 

on a 100 nm silicon nitride substrate by pulsed laser deposition. A 3 kHz Ti:sapphire amplified laser system 

(Spectra Physics Spitfire Ace, 90 fs, 800 nm) was employed to investigate the sample. Frequency-doubled 

400-nm pulses excited the sample with a flux of 4.6 mJ/cm² and a super-continuum pulse (generated in a 1-

mm sapphire plate) probed the absorbance change in transmission using a prism-based imaging 

spectrograph and a CCD detector. A second super-continuum pulse served as a reference pulse and was 

detected in the same imaging spectrograph with a second CCD detector. Slight spatial spill-over of probe 

and reference beam on the detector arrays cause the spectral interference at wavelength longer than 600 nm. 

The data was chirp-corrected in silico by using the delay at half rise of the signal onset for every wavelength. 

The substrate did not generate a measurable cross phase modulation signal that could have provided a direct 

measure of super-continuum chirp. 

 The results of transient optical pump probe spectroscopy of CuWO4 are displayed in Figure S2. After 

the photoexcitation, a broad transient absorption is observed with a maximum around 620 nm (panel B). 

Since this is the first report about the femtosecond transient optical spectroscopy of CuWO4 to the best of 

our knowledge, there is no literature to propose the assignments of the transient absorption. Considering the 

previous transient optical spectroscopic studies on WO3 2, 3, the absorbance above 600 nm may be assigned 

to the electrons in the conduction band. The absorption from the holes in the valence band is supposed to be 

observed below 500 nm. A tendency of increased transient absorption below 420 nm wavelength is 

superposed with scatter from the 400-nm excitation pulses. The experiment was not setup to probe transient 

absorption below 420 nm. Therefore, we did not obtain result that may be attributed exclusively to hole 

absorption. 

The kinetic traces at the four wavelengths 475 nm, 526 nm, 574 nm, and 626 nm are displayed in panel 

C of Figure S2. The transient absorption spectra were measured up to 1 ns with only residual absorbance 

changes of less than 0.5 mOD observable at the longest delay. We found that the response can be fully and 

globally modeled with a simplified sequential rate-equation model consisting of four excited states: 
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The model assumes a Gaussian response function with 𝜎 = (45±1) fs. Because 𝜏1 only similarly short 

to 𝜎 , we have only included the proper convolution factors for 𝜏1  into the model. Four distinct time-

constants, 𝜏1 = (140±5) fs, 𝜏2 = (1.5±0.2) ps, 𝜏3 = (27±5) ps, and 𝜏4 = (733±63) ps, can be identified in a 

global fit to the four kinetic time traces in panel C which suggests that the observed absorbance changes in 

the visible are attributable to one response rather than several response processes. 

The time-constants 𝜏𝑖=1,2,3,4 sort into separate orders of magnitude which also justifies not using the 

analytic solution of a rate-equation model with four excited states which decay sequentially 

(1→2→3→4→0). We could have attempted to further simplify the model to a sum of four exponential 

decays for which we would expect very similar results but we opted for the above model for a clear 

separation of responses in time. Note that the uncertainties of the above time-constants derive from the 

Hessian of the Levenberg-Marquardt fit algorithm. These numbers do not represent the experimental error 

as they are model and constraint dependent. The first time-constant is very robust because the associated 

fast dynamics dominate the induced absorption change which has decayed to about one third of its peak 

value by 500 fs. In principle, we can also force a time constant 𝜏2
′  = 400 fs and find an acceptable fit with 

𝜏1
′  = (136±9) fs, 𝜏3

′  = (4.8±0.5) ps, and 𝜏4
′  = (544±29) ps. The largest deviations to the unforced result are 

less than 0.5 mOD. 

Associating these time constants with dynamic and kinetic processes is usually done in a two-

temperature model for electronic thermalization (≈ tens of femtoseconds) and electron-phonon scattering (≥ 

hundreds of femtoseconds), followed by carrier recombination (in oxides ≥ picoseconds), and thermalization 

(≥ tens picoseconds), albeit trapped states and lateral thermal relaxation may also contribute to long-lived 

absorbance changes. 
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Figure S2. Optical pump probe spectroscopy of CuWO4: (a) the transient response of CuWO4 in 

the UV-Vis spectral region up to a delay time of 100 ps, (b) and (c) the kinetic traces at probes 

wavelengths of 475 nm, 526 nm, 574 nm, and 626 nm. All the kinetic constants used in fitting were 

free (no constraint) in (b) whereas a kinetic constant denoted as t2 was fixed to 400 fs in (c). 
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3) Time-resolved X-ray Absorption Spectroscopy at PAL-XFEL 

Experimental setup 

All Cu L3 XAS spectra were measured in the soft X-ray spectroscopy and scattering (SSS) beamline of 

PAL-XFEL. 4, 5 An overview of the SSS beamline instrument of PAL-XFEL is shown in Figure S3. In the 

SSS beamline, soft X-rays between 250 eV and 1200 eV are available. In order to monochromatize the X-

ray, a grating optics with 200 lines per mm was employed. The estimated energy resolution of the X-ray for 

our experiments was ~ 0.5 eV at 930 eV. The monochromatized X-ray was focused by a pair of Kirkpatrick-

Baez mirrors to reduce the X-ray size to less than 50 μm (H) × 50 μm (V) on the sample position. A 

spectrometer for emitted X-ray is equipped to the sample chamber in order to measure resonant inelastic X-

ray scattering (RIXS). The X-ray dispersed by the monochromator is introduced to a CCD detector. 

Since the X-ray intensity usually changes significantly for each X-ray pulse in XFELs, it is necessary 

to measure the monochromatized X-ray intensity (I0) and the fluorescent X-ray intensity (If) shot by shot in 

order to obtain XAS correctly. In our experiments, each I0 intensity was measured by counting the electrons 

emitted from a Si3N4 thin-film by using a microchannel plate (MCP) detector. The If intensity was measured 

with another MPC detector by obtaining fluorescent X-ray photons emitted from the sample. Two boxcar 

integrators (SR250, Stanford Research Systems) were employed to collect both the signals (I0, If) from the 

MCP detectors. The data accumulation of the boxcars was synchronized with the trigger signals from the 

XFEL in order to gather only the signals from the X-ray pulses. The output signals from the boxcars were 

transferred to the digitizers (SR245, Stanford Research Systems).  

A Ti:sapphire laser was employed to excite the sample. Its fundamental wavelength (800 nm) was 

converted to 400 nm with a BBO crystal. The laser pulses were transferred into the measurement chamber 

and focused on the sample position. The spot size of the laser was approximately 210 μm (H) × 210 μm (V) 

for its 1/e2 value. The angle between the X-ray and the laser was less than 1°. The excitation laser fluence 

was set to ∼50 mJ cm−1, which was found to be the optimum laser fluence and in the same time causing 

minimal to no sample damage or nonlinear effects. The repetition rate of the excitation laser was set to 

exactly the same rate as the XFEL using radio frequency signals. Since the excitation laser was synchronised 

with the XFEL4, the jitter between the excitation laser and the XFEL was small and the estimated time 

resolution was less than 100 fs. In order to observe the evolution of photoexcited states of Cu2+ in CuWO4, 

Cu L3 XAS spectra were measured at different delay times by changing the timing between the XFEL pulses 

and the excitation laser pulses. 

The X-ray intensity fluctuates shot-by-shot and the low-intensity shots were removed from the 

measurements as they create a low signal to noise ratio. A reference XAS spectrum at a delay time of -10 

ps, i.e. an excitation laser pulse arrives at the sample 10 ps after an X-ray pulse arrives, was measured for 
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each measurement in order to calculate a difference spectrum for each delay time. We note that time 

instabilities in the intensity of XFEL pulses were observed over several hours. Such instability could affect 

the XAS signal and result in artificial differential spectra. To avoid these artifacts, the XAS at each delay 

time and those at the reference were measured in sequence.   

Analysis of X-ray absorption data in PAL-XFEL 

Since the intensity of each X-ray pulse fluctuates a lot in XFELs, the data acquisition system in XFELs 

should have a wide dynamic range. However, some of X-ray pulses have too low or large intensity to 

measure precisely. It is important to eliminate such X-ray pulses in order to obtain a XAS spectrum with a 

good signal-to-noise ratio (S/N). In our experiment in PAL-XFEL, the I0 and If were recorded from 0 to 10 

V. We set the lower and upper thresholds for I0 and If. After analysing the XAS data sets, we found that if 

X-ray shots whose I0 or If value was > 2.0 V or < 8.0 V were included, the S/N of a XAS spectrum got 

significantly worse. Therefore, we used the X-ray pluses whose I0 and If values were between 2.0 V and 8.0 

V. In addition to the thresholds, the average (avgXAS) and the standard deviation (XAS) of If/I0 i.e. XAS for 

each X-ray pulse was used. If the absolute value of If/I0 - avgXAS for an X-ray pulse was less than XAS, the 

X-ray pulse was included for the calculation of XAS. According to these thresholds, we accumulated 

typically ~550 shots for each energy or delay point. The ratio of the transient signals to the statistical error 

was estimated as more than 10. 

For differential XAS spectra, we estimated uncertainties based on the difference XAS at a delay of -5 

ps since the statistical uncertainties are smaller than the standard deviation of the difference XAS at a delay 

of -5 ps. The statistical uncertainties of the difference XAS at -5 ps below 0.004 for each XAS data point as 

shown in Figure 2. On the other hand, the standard deviation of the difference XAS at a delay of -5 ps is 

0.0067. If only statistical errors were crucial for the uncertainties, this value would be below 0.004. There 

are other factors which contributed to the uncertainties of our data sets. In order to avoid underestimating 

the uncertainties, we estimated the uncertainties from the difference XAS at a delay of -5 ps. It should be 

noted that statistical errors in difference XAS at other delays are similar to the statistical uncertainties of the 

difference XAS at -5 ps. For the kinetic traces, the uncertainties were estimated based on the reference 

kinetic trace i.e. a delay time of -5 ps as the same reason of the differential XAS spectra. 
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Figure S3. The experimental setup of the SSS beamline of PAL-XFEL. A microchannel plate (MCP) 

detector was employed to measure the fluorescent X-ray intensity.   

 

Figure S4. The kinetic trace of X-ray absorption spectroscopy (XAS) at 930.0 eV: (I) the estimation of 

the time resolution of the setup, as shown in Figure S3. (II) the estimation of the kinetic constant of the fast 

decay process. 
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4) The experimental setup at BL07LSU, SPring-8 

Transient XAS spectra of the Cu L3 edge in hundreds of picoseconds were obtained at the BL07LSU 

beamline in SPring-8. During the beamtime, the operation mode of SPring-8 was ‘‘H-mode’’, 6 where one 

isolated electron bunch is found between electron bunch trains. The isolated electron bunch produces an X-

ray pulse whose pulse duration is ~80 ps and the X-ray pulse arrives at the beamtime every ~4.76 µs (~210 

kHz). In order to synchronize with the excitation laser (~1 kHz), an X-ray chopper developed in SPring-8 7 

was employed to the repetition rate of the X-ray pulse. XAS spectra were measured by collecting Auger 

electrons emitted from the sample surface (Partial Electron Yield (PEY)). An MCP detector was employed 

to measure the intensity of electrons from the sample surface. The fluence of the excitation laser was the 

same as in PAL-XFEL and the temporal resolution of the set up was estimated to be 80 ps. Further details 

on the setup were explained in ref. 8. The excitation laser wavelength was 400 nm and the fluence was ~ 20 

mJ/cm2. 

5) Time resolved X-ray Absorption Spectroscopy in SACLA 

Experimental setup 

Pump probe experiments of the Cu K-edge XAS were carried out at the EH2 in SPring-8 Angstrom 

Compact Free Electron Laser (SACLA) 9, 10. A pair of Si(111) channel-cut crystals were employed to 

monochromatize the X-ray pulses, which were focused with Be lenses, and the focal size of X-ray was less 

than 5 m(H) x 5 m(V). 11, 12 XAS was measured in a fluorescence geometry. The intensity of the elastically 

scattered X-ray pulses was measured using two photodiodes to measure the incident X-ray intensity, while 

the fluorescence X-rays emitted from the sample were measured using a Multi-Port CCD (MPCCD) 13 

detector developed in SACLA. An X-ray fluorescence filter was placed in front of the MPCCD detector in 

order to attenuate elastic scattering X-ray photons. Since each element on the MPCCD detector has an 

energy resolution of ~1 keV for X-ray photons, the Cu K X-ray photons were accumulated selectively in 

data processing process. The intensity of Cu K X-ray fluorescence was estimated by the number of X-ray 

photons detected in the MPCCD (photon counting mode).  A chirped-pulse amplified laser was used in order 

to excite the sample. The pulse duration was approximately 50 fs, a wavelength of 400 nm, and a fluence of 

~ 60 mJ cm2. A CuWO4 thin film sample with a thickness of 50 nm was employed, whose sample 

characteristics were the same as the sample we have measured in PAL-XFEL. 

Analysis of X-ray absorption data in SACLA 

      In order to analyze the data measured in SACLA, we used a similar procedure of data analysis conducted 

in PAL-XFEL. Since the intensity of each X-ray pulse fluctuate a lot, X-ray shots whose incident X-

ray intensity (I0) was too small or too large to measure were eliminated. Then, the intensity of X-ray 
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fluorescence (If) was plotted against I0 for each energy point. The intensity of X-ray fluorescence was the 

photon count measured by MPCCD whereas I0 was the output voltage from the photodiodes (0 to 1 V). If 

the I0 value was between 0.001 V and 0.1 V, If  was linear to I0. However, I0 became greater than 0.1 V, the 

linearity broke down and If was smaller than expected. This is because the number of X-ray photons coming 

into MPCCD was beyond its counting ability. Therefore, the linearity between If and I0 got worse as I0 

became larger. Eventually, we employed the threshold for I0 to pick up X-ray pulses whose If was linear to 

I0. Normally, 300 – 500 shots were taken based on the threshold. After the data selection, XAS was 

calculated for each X-ray shot and average the calculated XAS values for each energy point. The uncertainty 

of XAS for each energy point was evaluated based on a standard error of the XAS data sets i.e. the standard 

deviation of the XAS data sets divided by the square root of the number of X-ray shot taken according to 

the threshold. The ratio of the uncertainty to the transient signal was between 0.1 and 0.3 depending on 

Figure S5. Pump probe Cu K-edge X-ray absorption spectroscopy (XAS) measured in SACLA: 

transient XAS at a delay time of -3.66 ps, 0.5 ps, 2.3 ps and 8.3 ps. ‘1st derivative’ is a first derivative 

of a static Cu K-edge XAS spectrum shown in the top panel. 
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energy point. As shown in Figure S5, transient XAS signals are significantly larger than the uncertainties. 

It should be noted that the standard deviation of difference XAS at -3.66 ps is as small as the uncertainties 

of it. This implies that the statistical uncertainties are dominant in the uncertainties in the XAS data sets 

measured in SACLA. Therefore, we employed the statistical uncertainties as the uncertainties for the XAS 

data sets. 

      In Figure S5, transient Cu K-edge XAS are displayed.  There were two regions observed where transient 

signals appeared. One region is around 8890 eV. The XAS at this energy decreased after photoexcitation by 

the laser. The other region is around 9000 eV. The transient feature in this region is a broad beaching peak. 

Comparing to the 1st derivative of a static Cu K-edge XAS of the CuWO4 thin film, these features are 

supposed to come from the overall spectrum shift to lower energy. This is because the charge density at the 

Cu sites were enhanced after the photoexcitation to decrease the threshold energy of the X-ray absorption, 

which is consistent to what we observed in PAL-XFEL.  

In order to explore the dynamics after the photoexcitation, the kinetic trace at 8990 eV was measured. 

The time resolution of the transient XAS experiments at SACLA was ~ 500 fs owing to a time jitter. In 

order to observe the dynamics in the very early stage of the photoexcitation (< 1 ps), we employed the arrival 

timing monitor (ATM) developed in SACLA. 14 ATM can estimate the actual timing jitter between an X-

ray pulse and a laser pulse. Its precision is ~ 7 fs. In order to correct the delay time, the XAS signal for each 

X-ray shot was sorted according to the observed jitter value of the ATM. Then, the XAS signals were 

averaged according to the defined delay steps. For these experiments, we set a delay step of 96.3 fs. As the 

result of the timing analyses, a fast decay kinetic process was found (Figure 3 (d)).  
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