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Supplementary Fig. 1. Components that determine communication range in quorum-sensing signaling. From top to bottom: spatial 

configuration of signal producers (blue) in community of non-producing cells (red); schematic signal concentration gradient in space, 

measured as distance to boundary of signal producers; signal response curves, showing relation between signal response (i.e. reporter 

gene expression) and signal concentration; and, finally, signal response as function of the distance of cells to the boundary of signal 

producers. a, scenario 1: unsaturated and linear signal response. b, scenario 2: saturated and non-linear signal response. Two 

components together determine the communication range: (1) signal diffusion in space (determined by signal decay length-scale) and 

(2) signal response (determined by saturated signal response and response decay length-scale). See further analysis in Supplementary 

Discussion, section 1.3. 
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Supplementary Fig. 2. The impact of saturated uptake. Signal concentration as function of distance 

to boundary for (a) linear signal uptake (absorbing system), (b) saturated signal uptake (absorbing 

system) and (c) no signal uptake (non-absorbing quorum-sensing system). Different colors mark 

different times after the initiation of signal production. The signal dynamics follow equation [1], 

with different functional forms for the uptake rate: (a) constant uptake 𝛼𝑐 = 1; (b) saturated 

uptake, 𝛼𝑐 =
1

0.1+𝑐
; (c) no uptake, 𝛼𝑐 = 0. All equations are solved with a constant diffusion 

rate, 𝐷 = 1 and constant production rate, 𝜂 = 1 and a zero flux boundary condition at 𝑥 = 10. 

Some of lines in panel (a) are covered, as steady-state is reached earlier for linear signal uptake, 

due to which some of the lines overlap. 
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Supplementary Fig. 3. Impact of saturated and non-linear signal response. Response profiles (top 

panels) and local response decay length-scales (bottom panels) for an exponentially declining 

signal, 𝑐 = exp(−𝑥), and for different signal-response curves following equation [9]: (a) linear 

response (Hill coefficient, 𝑛 = 1) and (b) non-linear response (Hill coefficient, 𝑛 = 3) with 𝐾𝑐 =

0.3,3,10 in red, blue and green lines respectively. For both (a) and (b), 𝑌𝑚𝑖𝑛 = 0.001 and 𝑌𝑚𝑎𝑥 =

1. Dashed line shows (top) signal response and (bottom) local response decay length-scale for 

linear unsaturated signal-response curve. Both close and far from the boundary of signal 

producers (i.e. high and low signal concentration), the local response decay length-scale of the 

non-linear and saturated signal response is higher than that of the linear signal response. At 

intermediate distances (i.e. intermediate signal concentrations), the non-linear response decay 

length-scale is lower than the linear response-decay length-scale, and approximately 1/𝑛.
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Supplementary Fig. 4. Schematic overview of absorbing and non-absorbing quorum-sensing designs. a, type A non-absorbing design 

with extracellular signaling. b, type B non-absorbing system with intracellular signaling and reversible signal uptake. c, absorbing 

quorum-sensing system with intracellular signaling and irreversible signal uptake. This category is further subdivided depending on 

whether the signal molecule is a small peptide (type A) or not (type B). Some well-studied families of each category are mentioned 

below the schemes. See Supplementary Discussion, section 1.1 for more details. 
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Supplementary Fig. 5. Model predictions on communication ranges of absorbing and non-absorbing quorum-sensing designs. a, 

schematic depiction of model scenario 1: 3D spherical cluster of signal producers embedded in a community of cells that do not produce 

signal (not shown). b, left, signal concentration as a function of the distance (𝑟) to the cluster center (normalized to cluster radius, 𝑅). 

b, right, concentration in cluster center (𝑐0) as function of cluster size (𝑅, radius). Vertical grey line indicates communication range. For 

the absorbing design, we assume that the decay length-scale is 𝜆 = 1. Both absorbing and non-absorbing systems behave as 𝑐0 ∝ 𝑅2 

for 𝑅 ≪ 𝜆, but absorbing systems saturate for 𝑅 ≫ 𝜆. c, schematic depiction of model scenario 2: two dimensional community 

(𝐿1 × 𝐿2 = 100𝜇𝑚 × 50𝜇𝑚) resembling a microfluidic growth chamber, with a small zone of signal producing cells (blue) and a large 

zone of cells that do not produce the signal (red). d, left, signal concentration gradient (𝑐) in the back of the chamber. d, middle, 

correlation between signal decay length-scale (𝜆) and measured communication range for different chamber dimensions (varying 

chamber height, 𝐿1). d, right, average signal concentration in clusters (𝑐𝑎𝑣), normalized to the signal concentration in the largest cluster, 

for clusters of varying size (i.e. half-width). Dotted lines show predicted normalized 𝑐𝑎𝑣  in clusters of signal producers based on 1D 

model. e, signal concentration gradient inside chamber for quorum-sensing systems with different signal decay length-scales (𝜆). 

Contours mark natural log reductions from the maximal signal concentration inside the chamber. We use the Matlab PDE toolbox to 

solve the diffusion equation with production in the production region and decay in the entire chamber. For more details, see 

Supplementary Discussion, section 2. 
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Supplementary Fig. 6. Schematic depiction of microfluidic chip. The microfluidic chip contains eight main channels that, from inlet to 

outlet, are 2.4 cm long. Each channel splits in two smaller parallel channels (100μm in width and 22μm in depth), from which microfluidic 

chambers (100μm × 60μm × 0.83μm) expand at the lateral sides. The chambers and connected channel are shown at correct 

proportions.
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Supplementary Fig. 7. Volume fraction and number of cells inside chambers. a, volume fraction of 

cells inside chamber (𝑛 = 135 chambers), as derived from the cell outlines, assuming that parallel 

cells contact each other. Inset, cell outlines (white) of signal producing (blue) and receiving cells 

(red). Scale bar is 5𝜇𝑚. b, number of cells in chamber (𝑛 = 362 chambers). 
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Supplementary Fig. 8. Spatial geometries of signal producing and receiving genotypes in chamber. 

Spatial geometries of signal producing (blue) and receiving (red) cells inside chamber and 

corresponding signal response (YFP expression) across chamber in PlcR-PapR quorum-sensing 

system. Left chambers show simple spatial geometries and right images show more complicated 

geometries. In all images, color contrasts are maximized, so signal response cannot be compared 

across chambers. Scale bar = 10𝜇𝑚. Microscopy images show representative results from 14 

independent flow channels.
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Supplementary Fig. 9. Detailed representation of absorbing and non-absorbing quorum-sensing systems examined in main text. From 

left to right: (a) ComQXP system, (b) PlcR-PapR system and (c) RapP-PhrP system. Grey boxes show amino-acid sequences of mature 

signal molecules (* = prenyl modification) Dotted line in (c) show indirect regulatory interaction. For more details, see Supplementary 

Discussion, section 1.2. 
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Supplementary Fig. 10. Communication ranges, response decay and saturated signal response in quorum-sensing systems. From left to 

right, (a) communication range, (b) response decay and (c) saturated signal response in ComQXP, PlcR-PapR and RapP-PhrP systems. 

Panel (a) is identical to Fig. 2E in main text. (c) ComQXP and RapP-PhrP systems show saturated signal response at boundary between 

signal producers and receivers, while the PlcR-PapR system does not. As a result, the communication range (a) and response decay (b) 

in the PlcR-PapR system are the same, while this is not the case for the other two quorum-sensing systems. See Supplementary Fig. 1 

for a detailed overview of the different components that determine the communication range.
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Supplementary Fig. 11. Relation between signal concentration and signal response for absorbing 

quorum-sensing systems. Black, signal response in PlcR-PapR quorum-sensing system for wildtype 

(closed circles, black solid line) and scoC knockout mutation (open circles, black dashed line). Grey, 

signal response in RapP-PhrP quorum-sensing system (grey line). Data points show signal response 

for each quorum-sensing system, including four replicates for each signal concentration, and lines 

show best fitted curves (Methods). 
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Supplementary Fig. 12. Relative opp expression across strains quantified using RT-qPCR. Relative 

opp expression in wildtype, IPTG-inducible opp strain and scoC mutant strain. Strains are ordered 

with regard to opp expression, where scoC knockout mutation has highest expression and the 

wildtype expression is normalized to 1. Wild type expression is intermediate between 30 and 

200µM IPTG in the IPTG-inducible strain. Grey bars show average expression and whiskers show 

standard error (𝑛 = 3 replicates for IPTG-inducible opp strain, 𝑛 ≥ 6 replicates for the rest). RT-

qPCR results were normalized with respect to housekeeping gene rpoB.
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Supplementary Fig. 13. Communication range of PlcR-PapR absorbing system with low opp expression. In Figure 3a-b, we show how 

increased uptake rates decrease the communication range of the PlcR-PapR system, using a co-culture of a constitutive signal producer 

strain and an IPTG-inducible opp receiver strain. We could not use the same system to also explore the effect of low uptake rates, 

because this resulted in too weak signal response (YFP expression) to robustly quantify the communication range. Here, we overcome 

this issue by co-culturing an IPTG-inducible opp receiver with a strong signal producer (having papR expression under the control of a 

hyperspank promoter without LacI repressor, see strain list), thereby increasing the overall signal concentration and thus the signal 

response (i.e. YFP expression). Low signal uptake (40𝜇M) in this new co-culture system results in communication ranges that are 

significantly lower than the intermediate signal uptake rate (200𝜇M) examined in Figure 3b (𝑈 = 9, 𝑝 <  10−5). a, example of YFP 

expression gradient from boundary between signal producers and receivers. YFP expression at the boundary is normalized to 1 in both 

cases. b, communication range at low (40𝜇M, 𝑛 = 11 chambers from 3 flow channels) and intermediate (200𝜇M, 𝑛 = 20 chambers 

from 3 flow channels) induction of opp expression (for this analysis, we only compared images with same dynamical range in signal 

response, to prevent biases that could result from low signal concentrations, see Supplementary Fig. 14).
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Supplementary Fig. 14. Relation between width of signal producing cluster and measured 

communication ranges in PlcR-PapR system. Data points show width and communication ranges 

from isolated clusters of signal producers, surrounded by signal receivers only (𝑛 = 222 clusters). 

Inset shows data from corresponding Fig. 3f.
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Supplementary Fig. 15. Self-sensing in PlcR-PapR system. a, relative signal response (i.e. YFP expression) of co-cultured genotypes during 

growth, plotted against the optical cell density. In treatment condition (black lines), genotype 1 is signal producer and genotype 2 is a 

signal receiver (𝑛 = 3). In control treatment (grey lines), both genotypes are signal producers (𝑛 = 3). Dotted horizontal line indicates 

equal signal response in both genotypes. Signal producing cells show stronger signal response than signal receiving cells, which indicates 

self-sensing. b, left, absolute signal response of signal producer (blue) and signal receiver (red). b, right, absolute signal response of two 

signal producer genotypes in control experiment. Note that in control experiment, signal-producing strains carry different fluorescent 

markers to discriminate them, but are here both shown in blue to indicate that these genotypes produce signal. In all cases, YFP 

expression is measured using flow cytometry, showing single-cell signal responses. 
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Supplementary Fig. 16. Self-sensing in PlcR-PapR quorum-sensing system in microfluidic chambers. Three examples of self-sensing in 

narrow clusters (< 3𝜇𝑚) of signal-producing cells. From top to bottom: microscopy images with distribution of signal producers (blue) 

and signal receivers (red) in microfluidic chamber (bold white line shows boundary between signal producers and receivers); signal 

response across chamber (i.e. YFP expression, AU); and, signal response of cells as a function of the distance of cells to the boundary of 

signal producers. Signal producing cells are marked in blue with negative distances, while receivers are marked in red with positive 

distances. Scale bar = 10𝜇𝑚. Microscopy images show representative results for chambers with small clusters of signal-producing cells 

acquired from 14 independent flow channels. 
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Supplementary Fig. 17. Higher signal production in larger clusters result in larger detection range. a, distinction between signal response 

decay length-scale (one log reduction in signal response) and detection range (maximum distance from boundary with signal producers 

with above-background signal response). Dynamical range shows log-difference between lowest and highest signal response. b, a 

schematic description of expected signal response in receiving cells next to a small or large cluster of signal producers. The response 

decay length-scale is unaffected by cluster size (i.e. slope is the same), but the detection range is expected to increase with cluster size, 

since the signal concentration is higher at the boundary between signal producers and receivers. c-e, comparison of signal response in 

receivers next to small (3𝜇𝑚 <  𝑊𝑖𝑑𝑡ℎ <  10𝜇𝑚; 𝑛 = 17) or large clusters (𝑊𝑖𝑑𝑡ℎ >  20𝜇𝑚; 𝑛 = 180) of signal producers: (c) 

response decay length-scale (smaller cluster, mean=14.6𝜇𝑚; large clusters, mean=13.25𝜇𝑚; 𝑈 = 1665, 𝑝 = 0.55); (d) dynamical 

range (small clusters, mean = 2.1 logs; large clusters, mean = 2.7 logs; 𝑈 = 387, 𝑝 = 3.7 ∙ 10−7), (e) detection range (small clusters, 

mean = 29.1𝜇𝑚; large clusters, mean = 36.8𝜇𝑚; 𝑈 = 964, 𝑝 = 2.0 ∙ 10−4). Statistics show two-sided Mann-Whitney U tests without 

adjustments for multiple comparisons.
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Supplementary Fig. 18. Detailed representation of absorbing quorum-sensing systems of mobile 

genetic elements. Schematic depiction of quorum-sensing systems in (a) φ3T phage and (b) ICEBs1 

system. Grey boxes show amino-acid sequences of mature signal molecules. For more details see 

Supplementary Discussion, section 1.2. 
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Supplementary Fig. 19. Communication range and zone of inhibition in quorum-sensing systems 

of mobile genetic elements. (a) Communication range and (b) zone of inhibition in φ3T phage (𝑛 =

45), conB ICEBs1 (𝑛 = 10) and regulation-only ICEBs1 systems (𝑛 = 15). The regulatory-only 

ICEBs1 system encodes for the regulatory genes that control the induction of conjugation (rapI 

and phrI encoding for the quorum-sensing system and immA and immR encoding for the 

downstream regulatory proteins that control conjugation; see also Supplementary Fig. 18 and 

Methods). Communication range is determined as shown in Supplementary Fig. 1, using one 

natural log reduction in repression (i.e. increase in YFP expression). Zone of inhibition is defined 

by the distance from the boundary of signal producers where repression stops and receivers show 

maximized signal response, based on the best-fit curves (see Fig. 4 and Methods). 



26 
 

 

Supplementary Fig. 20. Repression of lytic lifestyle in φ3T phage around single cells of signal 

producers. Signal producing (blue outlines) and signal receiving (red outlines) cells of the arbitrium 

quorum sensing system. YFP indicates aimX-GFP expression and, thereby, reports induction of 

horizontal gene transfer. Producer cells that occur in isolation and are only surrounded by receiver 

cells already accumulate sufficient signal molecules (AimP) to suppress horizontal gene transfer in 

their vicinity. In other words, the cell density in our microfluidic chambers is too high for the φ3T 

phage to spread (in contrast to the ICEBs1 system that does induce conjugate in our microfluidic 

chambers; see Fig. 4). This microscopy image shows representative chamber from chambers 

imaged in two independent flow channels. Scale bar = 10μm. 
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Supplementary Fig. 21. Induction probability of conjugation in ICEBs1 system. Induction 

probability of conjugation in relation to the fraction of uninfected recipient cells in neighborhood 

for (a) conB ICEBs1 system and (b) regulatory-only ICEBs1 system. The regulatory-only ICEBs1 

system only encodes for the regulatory genes that control the induction of conjugation (rapI and 

phrI encoding for the quorum-sensing system and immA and immR encoding for the downstream 

regulatory proteins that control conjugation; see also Supplementary Fig. 18 and Methods). The 

regulatory-only ICEBs1 shows the same trend in the induction probability as the conB ICEBs1 

system (see also Fig. 4d). Numbers above the grey bars show how many ICEBs1-contiaining host 

cells fall into each bin. 
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Supplementary Fig. 22. Raw flow cytometry data and gating procedure. Flow cytometry was used 

to distinguish between the YFP response of signal producing strains (expressing constitutive BFP) 

and signal receiving strains (expressing constitutive RFP) using the following gating scheme. a, cells 

were initially gated on their forward and side-scattering to exclude non-canonical elements. b, 

cells were then gated on their BFP and RFP levels to separate the two genotypes. c, finally, YFP 

expression histograms and medians were calculated for each of the populations and used to make 

the plot in Supplementary Fig. 15. 
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Supplementary Tables 

Supplementary Table 1. Strain list. 

Strain 
name 

Genotype Reference Strain used in figure 

AES2837 Bacillus subtilis PY79, wild type BGSC‡  

DS2569 Bacillus subtilis 3610, plasmid cured From Daniel Kearns lab  

AES2111 ΔcomQXP::Tet (Pollak et al., 2016)  

AES1334 amyE::(PsrfA-3xYFP-Spec) (Bendori et al., 2015)  

AES5426 lacA::(Pveg-R0-mCherry-Mls) pAEC1441 → AES2837 S21b 

AES5427 lacA::(Pveg-R0-2xmTag-BFP -Mls) pAEC1444 → AES2837  

AES6436 lacA::(Pveg-R0-mCherry-Mls); ∆sacA::Kan BKK38040‡ → AES5426 4c, 4d, S21a 

AES6045 
amyE::(Phyperspank-comP-Spec); ∆comQXP::Tet; yhdGH::(PsrfA-3xYFP-Kan); 
lacA::(Pveg-R0-mCherry-Mls) 

AES5426 → AES6039 
ComX-Receiver 
2B, 2E, S10 

AES6149 
amyE::(Phyperspank-comP-Spec); ∆comQXP::Tet; yhdGH::(PsrfA-3xYFP-Kan); 
lacA::(Pveg-R0-2xmTag-BFP-Mls); sacA::(PcomQXP-comQX-Cm) 

AES2714 → AES6046 
ComX-Full system 
2B, 2E, S10 

AES5923 
sacA::(PsrfA-3xYFP-Cm); amyE::(PcomQXP-rapPT236N-Spec); lacA::(Pveg-R0-
mCherry-Mls) 

AES5426 → AES5836 
PhrP-Receiver 
2D, 2E, S10, S11 

AES6028 
sacA::(PsrfA-3xYFP-Cm); amyE::(PcomQXP-rapPT236N-Spec); lacA::(Pveg-R0-
2xmTag-BFP-Mls); zjd-89::(Phyperspank-phrP-Kan,Cm,Spec) 

AES4343 → AES5925 
PhrP-Full system 
2D, 2E, S10 

AES5825 
sacA::(PplcA-3xYFP-Cm); amyE::(P43-plcRB. thuringiensis 407-Spec); lacA::(Pveg-
R0-2xmTag-BFP-Mls) 

AES5427 → AES5315 
PapR-Receiver 
S11 

AES5829 
sacA::(PplcA-3xYFP-Cm); amyE::(P43-plcRB. thuringiensis 407-Spec); lacA::(Pveg-
R0-mCherry-Mls) 

AES5426 → AES5315 

PapR-Receiver 
2c, 2e, S8, S10, S11, 
S12, S14, S15, S16, 
S22 

AES5842 
sacA::(PplcA-3xYFP-Cm); amyE::(P43-plcRB. thuringiensis 407-Spec); lacA::(Pveg-
R0-mCherry-Mls); ∆scoC::Tet 

LFH-PCR → AES5829 
PapR-Receiver 
∆scoC 
3a, 3b, S11, S12 

JRL408 PB2::Pspac-spo0K 
(LeDeaux and Grossman, 
1995) 

 

AES6018 PB2::Pspac-spo0K; ∆appA::Tet LFH-PCR → AES6018  

AES6055 
sacA::(PplcA-3xYFP-Cm); amyE::(P43-plcRB. thuringiensis 407-Spec); lacA::(Pveg-
R0-mCherry-Mls); Pspac-spo0K; ∆appA::Tet 

AES6018 → AES5829 
PapR-Receiver PIPTG-
opp 
3a, 3b, S12, S13 

AES5935 
sacA::(PplcA-3xYFP-Cm); amyE::(P43-plcRB. thuringiensis 407-Spec); lacA::( Pveg-
R0-mCherry-Mls); yhdGH::(Phyperspank-papRB. thuringiensis 407-lacI-Kan) 

pAEC1526 → AES5829 
PapR-Full system 
S15, S22 

AES5936 
sacA::(PplcA-3xYFP-Cm); amyE::(P43-plcRB. thuringiensis 407-Spec); lacA::(Pveg-
R0-2xmTag-BFP-Mls); yhdGH::(Phyperspank-papRB. thuringiensis 407-lacI-Kan) 

pAEC1526 → AES5825 
PapR-Full system 
2c, 2e, 3a-f, S8, S10, 
S14, S15, S16, S22 

AES6163 lacA::(Pveg-R0-2xmTag-BFP-Mls); amyE::(PcomQXP-papRB. thuringiensis 407-Spec) pAEC1652 → AES5427 
PapR-constitutive 
producer 
3a, 3b 

AES7756 
lacA::(Pveg-R0-2xmTag-BFP-Mls); yhdGH::(Phyperspank-papRB. thuringiensis 407-
Kan) 

pAEC1932 → AES5427  
PapR-constitutive 
strong producer 
S13 

AES5919 lacA::(Pveg-R0-2xmTag-BFP-Mls); amyE::(Pxis-3xYFP-Spec) pAEC1839 → AES5427  

AES6210 
lacA::(Pveg-R0-2xmTag-BFP-Mls); amyE::(Pxis-3xYFP-Spec); Unmarked-
ICEBs1; ∆conB::Kan 

BKK04910‡ → AES6181  

AES6345 
lacA::(Pveg-R0-2xmTag-BFP-Mls); amyE::(Pxis-3xYFP-Spec); Unmarked-
ICEBs1; ∆conB::Kan; sacA::(Phyperspank-rapI-phrI-Cm) 

pAEC1729 → AES6210 
ICEBs1-∆conB 
4b-d, S19, S21 

AES6604 
lacA::(Pveg-R0-2xmTag-BFP-Mls); sacA::(Phyperspank-rapI-phrI-lacI-Cm); 
amyE:: (immAR-xis-3xYFP-Spec) 

pAEC1754 → AES6568  
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AES6608 
lacA::(Pveg-R0-2xmTag-BFP-Mls); sacA::(Phyperspank-rapI-lacI-Cm); amyE:: 
(immAR-xis-3xYFP-Spec) 

pAEC1754 → AES6570 
PhrI-Receiver 
4b, S19 

AES6326 yhdGH::(PrapI-rapI-phrI-Kan) pJMJ354 → AES2837  

AES6728 
lacA::(Pveg-R0-2xmTag-BFP-Mls); sacA::(Phyperspank-rapI-phrI-lacI-Cm); 
amyE::(immAR-xis-3xYFP-Spec); yhdGH::(PrapI-rapI-phrI-Kan) 

AES6326 → AES6604 
RapI-PhrI regulatory 
system 
S19, S21b 

AES6528 lacA::(Pveg-R0-mCherry-Mls); amyE::(PaimR-aimR-PaimX-GFP-Spec) pAEC1746 → AES5426 
AimP-Receiver 
4a, S19, S20 

AES6456 
lacA::(Pveg-R0-2xmTag-BFP-Mls); amyE::(PaimR-aimR-aimP-PaimX-aimX-
GFP-Spec) 

pAEC1745 → AES5427 
AimP-Full system 
4a, S19, S20 

‡ Strain purchased form Bacillus Genetic Stock Center 

 

Supplementary Table 2. Plasmid list. 

Name Description Reference 

pAEC277 pDL30::3xYFP-Spec (Amp)  Lab stock 

pAEC310 ECE174::Cm (Amp) BGSC‡ 

pAEC840 ECE174::PcomQXP-comQX-Cm (Amp) (Bareia et al., 2018) 

pAEC962 pDL30::PcomQXP-3xYFP-Spec (Amp) Lab stock 

pAEC1002 pDR111::Phyperspank-comP-lacI-Spec (Amp) (Bareia et al., 2018) 

pAEC1003 ECE174::PsrfA3xYFP-Cm (Amp)  (Even-Tov et al., 2016) 

pAEC1149§ pDL30::PplcA-3xYFP-Spec (Amp) Lab stock 

pAEC1245 pDL30::PcomQXP-rapPT236N-Spec (Amp) (Bareia et al., 2018) 

pAEC1272 pDR111::Phyperspank-phrP-lacI-Spec (Amp) (Bareia et al., 2018) 

pAEC1413 ECE174::PplcA-3xYFP-Cm (Amp) This work 

pAEC1441 pAEC1226::Pveg-R0-mCherry-Erm (Amp) Lab stock 

pAEC1444 pAEC1226::Pveg-R0-2xmTag-BFP-Erm (Amp) Lab stock 

pAEC1504 pMMH253::Kan (Amp) From Alan Grossman 

pAEC1526 pMMH253::Phyperspank-papRB. thuringiensis 407-lacI-Kan (Amp) This work 

pAEC1541 pMMH253::PsrfA-3xYFP-Kan (Amp) This work 

pAEC1652 pDL30::PcomQXP-papRB. thuringiensis 407-Spec (Amp) This work 

pAEC1727 ECE174::Phyperspank-rapI-lacI-Cm (Amp)  This work 

pAEC1729 ECE174::Phyperspank-rapI-phrI-lacI-Cm (Amp) This work 

pAEC1754 pDL30::immAR-xis-3xYFP-Spec (Amp) This work 

pJMJ354 pMMH253::PrapI-rapI-phrI-Kan (Amp) From Alan Grossman lab 

pAEC1745 pDR111::PaimR-aimR-aimP-PaimX-aimX-GFP-Spec (from phi3T) (Amp) 
From Rotem Sorek lab 

pAEC1746 pDR111::PaimR-aimR-PaimX-GFP-Spec (from phi3T) (Amp) 

pAEC1839 pDL30::Pxis-3xYFP-Spec (Amp) This study 

pAEC1932 pMMH253::Phyperspank-papRB. thuringiensis 407-Kan (Amp) This study 

pAEC2148§ pDR111::Phyperspank-papRB. thuringiensis 407-lacI-Spec (Amp) Lab stock  

pAEC2161§ pDR111::P43-plcRB. thuringiensis 407-Spec (Amp) Lab stock 

§ Genomic DNA of Bacillus thuringiensis strain 407 is from Didier Lereclus Lab 
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Supplementary Table 3. Primer list. 

Primer name Sequence$ Used for 

PTB161 AppA P1 TGCCCCAAGGTGCCCGAAA appA deletion 

PTB405 AppA del_tet P2 CCATGCCAAGTGTAATGCCCGCAGCGGCTGTTGTTTATGTAGTGTGC appA deletion 

PTB406 AppA del_tet P3 GGCAGTAGCGCGGTGGTCCCACCCCTTAAAGGGGAGGGAGAGC appA deletion 

PTB164 AppA P4 CGCGCTGGAATGCTGAATCG appA deletion 

PTB409 tet F GCTGCGGGCATTACACTTGGCATGG appA deletion 

PTB422 tet F V2 ACACTTGGCATGGACGAACTT scoC deletion 

PTB410 tet R GTGGGACCACCGCGCTACTGCC appA & scoC deletion 

PTB415 ScoC del P1  TGTGCTGAATACAATCTCAATGATCATTATTTATCCG scoC deletion 

PTB421 ScoC del P2  AAGTTCGTCCATGCCAAGTGTCATAGGGCGGTTCCACTCGATTC scoC deletion 

PTB420 ScoC del P3  GGCAGTAGCGCGGTGGTCCCACGAAGAGCTCGAACCTGTAAACAG scoC deletion 

PTB416 ScoC del P4  AGCCAGCAGGAAATCAGGC scoC deletion 

PTB332 TM2505 sacP F CTGATTGGCATGGCGATTGC 
Verify integration into sacA 

PTB335 TM2508 ywdA R TCCAAACATTCCGGTGTTATC 

PTB445 YhdGH loc F AGAATAATGACCATTGTTACTCATGAAT 
Verify integration into yhdGH 

PTB446 YhdGH loc R  GGCATGGGCACCGTTGATATCATC 

PTB317 AmyE up F CGGCGCTTTGAAGCTTGG 
Verify integration into amyE 

PTB318 AmyE down R CCAAACGGATCATACAACTGCTCC 

PTB328 LacA loc Rev GAACATTTTCACTTTGCTTTTCA 
Verify integration into lacA 

PTB329 LacA loc For ATACCGGTTGCCGTCATCTTT 

PTB330 LacI KpnI R  AGTGGTACCCCTAACTCACATTAATTGCG pAEC1526 

PTB373 Phs Up EcorI  AGCTGAATTCATTCACGAACGAAAATCG pAEC1526 

PTB449 pMMH253 KpnI F TGAATGGTACCGTCTAGAACCATTTGAGGTGATAGG pAEC1541 and pAEC1932 

PTB450 pMMH253 EcorI R GCTTATGAATTCGGCCATACAG pAEC1541 

PTB361 PsrfA EcorI F ATGGGGAATTCCGTTGTAAGACGCTC pAEC1541 

PTB453 YFP KpnI R ATTAGGTACCCGGACTCCTCAAACTATATGCG pAEC1541 

PTB303 pDRIII R CGGAAGGAAATGATGACCTCGTTTCCACC  pAEC1652 and pAEC1932 

PTB469 PapR SpeI F  ATGCTACTAGTGCTTAAAGGTGGTGAAGATATCATG pAEC1652 

PTB320 pDL30 SphI R ATTGCGCATGCCATATGATACCGTCGGGCGG pAEC1652 

PTB209 PQXP NheI R CTTAGCTAGCCTCCTTGATCCGGACAGAATC pAEC1652 

PTB526 Pxis-MfeI-F GGCCAATTGTCTCTGCGGCTTCTTTCTGAG pAEC1839 

PTB527 Pxis-BamHI-R GGCGGATCCCACCTCCTCGTTAACTCAACT pAEC1839 

PTB474 RapI SacI F ATGCGAGCTCTTCGCACAATTTTATGTAAGGATGG pAEC1727 and pAEC1729 

PTB475 RapI NheI R TCGAGCTAGCAATACACTACTTAAAATCACTGCTGC pAEC1727 

PTB476 PhrI NheI R ATCAGCTAGCCCAATTATCTAAGCTATGCCCC pAEC1729 

PTB503 ImmA MfeI P1 ATGCACAATTGCAAATCCAAAGCTAACGTCAACTTG pAEC1754 

PTB504 xis BamHI P2 AGCAGGATCCAAAATCACCCCGTTTGAGAT pAEC1754 
$ Nucleotides recognized by restriction enzymes are marked in bold 
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Supplementary Discussion 

1 Quorum-sensing designs 

We use this section of the supplementary information (1) to discuss the features of the absorbing 

and non-absorbing quorum-sensing designs in more detail, (2) to discuss the regulatory details of 

the quorum-sensing systems we examined in the main text, and (3) to discuss alternative 

mechanisms, besides those discussed in the main text, that could shorten the communication 

range. 

1.1 Absorbing and non-absorbing quorum sensing systems 

As described in the main text, we discriminate between two types of quorum-sensing designs, 

based on how signal molecules are being processed: non-absorbing quorum-sensing systems allow 

for continued signal propagation after sensing, while absorbing systems couple signal sensing to 

irreversible signal uptake, thereby limiting their diffusion. Each quorum-sensing design could 

further be categorized into two subtypes (Supplementary Fig. 4). Non-absorbing systems can be 

categorized based on the location where the signal molecules are sensed: (A) Extracellular 

signaling and (B) intracellular signaling with reversible signal uptake. Absorbing systems can be 

categorized based on the nature of the signal molecules: (A) Peptide-based uptake systems and 

(B) non-peptide-based uptake systems. In the following paragraphs, we briefly discuss each 

subtype. 

1.1.1 Non-absorbing design. Type A: Extracellular signaling 

Non-absorbing quorum-sensing designs with extracellular sensing are common among the Gram-

positive bacteria, with three particularly well-studied systems (Supplementary Fig. 4a): ComQXP 

in Bacillus subtilis1,2, ComABCD in Streptococci3 and Agr in Staphylococci and other Gram-positive 

bacteria4–6. Extracellular signaling is also found in multiple Vibrio species7,8. In all cases, the 

receptor is membranal with an extracellular signal-binding domain. Binding of the signal to the 

receptor changes its kinase activity (either turning it on in Gram-positive or off in Vibrios), leading 

to changes in response-regulator activity and further downstream changes in gene expression. In 

Gram-positive bacteria, the signal molecules are modified or long peptides exported through a 

specific exporter9. The signals and receptors in Gram-positive bacteria show high intraspecific 
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variability, where different strains of the same species code for different signal-receptor variants 

that show no cross-communication10. Therefore, even within a co-culture of strains of the same 

species, one can expect to find multiple signal-receptor pairs. In Gram-negative bacteria the 

signals are small molecules and diversity is interspecific11. 

Unlike eukaryotic membranal receptor, there is no known direct effect of receptor binding on 

signal uptake or degradation. More generally, the signaling molecules of these systems are not 

known to be imported by cells. Gram-positive peptide signals can be extracellularly degraded, but 

this is most likely reduced in the Agr and ComQXP systems by the post-translational modification 

of the peptide. 

1.1.2 Non-absorbing design. Type B: Intracellular signaling with reversible signal uptake 

Intracellular sensing with reversible signal uptake is observed in the acyl homoserine lactone (AHL) 

LuxIR-like systems, which are prevalent among the Gram-negatives (Fig. 2b). The signal molecules 

in these systems are AHLs with varying tail acyl chain length and side-chain modifications11,12. The 

signal molecules are produced intracellularly by a luxI-type synthase and are subsequently 

exported. The LuxR-type receptor that senses the signal is intracellular, signal molecules therefore 

need to be imported before sensing. Signal uptake is reversible. Thus, signal molecules can be 

taken up and secreted multiple times. In principle, the effective signal diffusion could be reduced 

by this repeated import and export of signal molecules. Yet, in general, AHL producing bacteria do 

not show strong degradation of the signal they make, and we therefore expect type B systems to 

have long-range communication. For potential exceptions to this rule, see the discussion below. 

1.1.3 Absorbing design. Type A: Peptide-based irreversible uptake 

The largest class of absorbing quorum-sensing systems is that of the RNPP superfamily, which 

relies on small signal peptides for communication (Fig. 2c). The RNPP superfamily is highly 

abundant in the Gram-positive bacteria13,14. It is based on a cytoplasmic receptor which typically 

functions as a transcription factor. Some important exceptions occur, including the Rap-Phr 

systems discussed in the main text (RapP-PhrP and RapI-PhrI), where Rap proteins act as 

stoichiometric inhibitors or as phosphatases15,16. In all RNPP systems, the signal molecule is 

translated as a pre-pro-signal and is cleaved for the first time during secretion and a second time 
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extracellularly by secreted or membrane-bound proteases17,18. The resulting mature signal 

peptide has a length between 5 to 10 amino acids. The mature peptide can be imported back into 

the cell through the general oligopeptide permeases19. In a similar manner to the Gram-positive  

type A non-absorbing systems, these systems show very high intraspecific variability, where 

different strains encode for different variants of the signal-receptor pair, which show no or 

minimal interference20. Therefore, even when co-culturing strains from the same species, one 

expects to find different signal-receptor pairs. Quorum-sensing systems from the RNPP 

superfamily are also prevalent among mobile genetic elements, as described in the main text. 

Since practically all Gram-positive bacteria and many Gram-negative bacteria express the 

oligopeptide permeases needed to import the short signal peptides21, we expect that nearly all 

cells in the community, including cells lacking the quorum-sensing system, will import the signal 

molecules. This implies that type A absorbing quorum-sensing design is expected to express the 

characteristic short-range communication as discussed in the main text. 

1.1.4 Absorbing design. Type B: Non-peptide-based irreversible uptake 

The final subtype of quorum-sensing designs is that of the non-peptide absorbing systems (Fig. 

2c). The AI-2 system in Escherichia coli and related species belongs to this category of quorum-

sensing systems. These systems utilize the AI-2 signal molecule, which is derived from the excreted 

metabolite 4,5dihydroxy-2,3-pentanedione (DPD) that is made by the LuxS enzyme in the 

activated-methyl-cycle pathway22. The reception system acts like a sugar import system (e.g the 

Lac system): the AI-2 molecule is first imported through a specific permease and is then 

phosphorylated (preventing export) and subsequently degraded23. The phosphorylated form is 

sensed by the LsrK receptor which further activates the expression of the permease and associated 

genes as well as other bacterial traits24,25. Although many bacteria secrete DPD, not all bacteria 

have the permease needed for importing AI-226. This implies that the AI-2 quorum-sensing system 

is expected to behave like a short-range communication system within signal-producing clusters, 

which all express the permease, but could simultaneously act like a long-range communication 

system across signal-producing clusters, because interspersing cells do not (always) import the 

signal. Interestingly, AI-2 is also sensed by marine Vibrio through a type A non-absorbing quorum-
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sensing system27. There is no evidence for signal uptake in this system and is therefore expected 

to strictly function as a long-range communication system. 

1.2 Absorbing and non-absorbing quorum-sensing systems discussed in the main text 

In this section, we provide a detailed description of the regulatory pathways underlying the five 

quorum-sensing systems discussed in the main text (Supplementary Fig. 9 and 18): 

1. ComQXP system (Supplementary Fig. 9a). The ComQXP (or ComQXPA) quorum-sensing 

system contains three specific constitutively expressed genes in a single operon: comQ, 

comX and comP. The pro-peptide of the ComX signal is encoded by the comX gene. It is 

cleaved and prenylated on a conserved tryptophan by the ComQ enzyme1,2. The modified 

peptide is then secreted through an unknown mechanism. ComP is a seven-

transmembrane receptor kinase whose ComX binding domain is located extracellularly28. 

Upon ComX binding the receptor is phosphorylated and subsequently transfer the 

phosphoryl group to the ComA response regulator. ComA is also a target for repression by 

multiple Rap receptors, including RapP, which will be discussed next29,30. ComA directly 

regulates tens of operons, including the well-studied srfA operon which governs 

production of the surfactant surfactin29 and indirectly the induction of competence31. The 

ComQXP system is found in all B. subtilis group strains and more sporadically in other 

Firmicutes32,33. There are many pherotypes of this system, with different signaling peptide 

length (6aa-10aa) and different modifications, always done on a tryptophan residue9. 

2. PlcR-PapR system (Supplementary Fig. 9b). This system is found in many B. cereus group 

isolates and is a part of the RNPP superfamily34. PlcR is a transcription factor that dimerizes 

upon signal binding and binds to a variety of promoters, including the plcA promoter used 

in this work. In B. thuringiensis, PlcR controls the virulence of the bacterium upon insect 

infection35. PapR is secreted through a similar pathway to that of Phr (see below), but the 

final peptide is 7aa long in its original host36. There are multiple PlcR-PapR pherotypes and 

the one used in this work codes for the signaling peptide ADLPFEF36. 

3. RapP-PhrP system (Supplementary Fig. 9c). This system is part of the Rap-Phr family of 

quorum-sensing systems, which is one branch of the RNPP superfamily37. The RapP-PhrP 

system is found on the pLS32 plasmid of strain NCBI361038,39. The RapP receptor of this 
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system is mutated in a key conserved residue, which makes it insensitive to the PhrP 

signaling peptide and, hence, constitutively active. For this study, we made use of a RapP 

receptor in which the mutated residue is converted to the consensus amino-acid, which 

again makes it responsive to the signal molecule38. The RapP-PhrP system is encoded by 

the rapP-phrP operon, which is regulated by ComA. phrP has an internal promoter 

regulated by Spo0A. Interestingly, the intracellular receptor of this system, RapP, has been 

shown to repress both ComA and the Spo0A pathway (probably through 

dephosphorylation of Spo0F)38. Like for other Phrs, PhrP is expressed as a pre-pro-peptide 

encoding for a secretion signal sequence which is cleaved during secretion and a pro-

domain which is cleaved extracellularly by several secreted/membrane-bound 

proteases13,39. The final product (ADRAAT) is imported into the cells through the 

Oligopeptide permease system (Opp), which is used for general import of peptides40. A 

second permease system capable of importing peptides, the App system, is mutated in the 

lab strain used in this work41. The Opp system is negatively regulated by the ScoC 

transcription factor, whose deletion is used in this work to increase the signal uptake rate 

(Fig. 3). It is worth noting that ScoC also regulates the extracellular proteases which govern 

Phr cleavage42. More generally, there are multiple Rap-Phr systems in the B. subtilis and B. 

cereus group, coding for orthogonal peptides20. The lab strain of B. subtilis has eight full 

Rap-Phr systems and three orphan Rap receptors. Most of these regulate ComA and Spo0F, 

but there are some exceptions (see RapI-PhrI system below). 

4. Arbitrium (AimR-AimP) system (Supplementary Fig. 18a). This recently identified family is 

also part of the RNPP superfamily43. It is encoded by many B. subtilis and B. cereus phages 

and the AimR receptor was shown to regulate lysis-lysogeny decision43,44. In the φ3T phage, 

where this system is most intensely studied, AimR and AimP are expressed immediately 

after infection. AimR positively regulates the expression of the aimX gene, which activates 

the lytic pathway. AimP secretion, maturation and import are similar to that of other signal 

molecules in the RNPP superfamily (see above). AimP binding to AimR block its activity and 

therefore prefer the lysogenic pathway. Thus, at high infection levels, the system promotes 

lysogeny, while during the initial phase of infection it promotes lysis43. 
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5. RapI-PhrI system (Supplementary Fig. 18b). This system is encoded by the ICEBs1 

integrative and conjugative element45. Its regulation is similar to that of RapP-PhrP and so 

is the PhrI maturation pathway. In contrast to most Raps, RapI control the induction of its 

conjugative element. This is done through the ImmA-ImmR signal transduction pathway45. 

RapI activates ImmA catalytic activity. ImmA in turn cleaves and inactivates the ICEBs1 

repressor, ImmR46. It is worth noting that ImmA is also activated by DNA damage through 

RecA activation45. We hypothesize that the few cells that induce conjugation in large 

clusters of signal-producing cells might actually trigger conjugation due to DNA damage, 

since the concentration of quorum-sensing signal in these clusters should be high (hence, 

suppressing conjugation). 

1.3 The relation between the communication range and other spatial measures 

For the purpose of our study, we operationally define the communication range as the distance 

over which the signal response is reduced by one order of magnitude from the boundary between 

signal producers and receivers, irrespective whether the response is saturated or not near the 

boundary (Supplementary Fig. 1). In the simplest scenario, where the absorbing systems can be 

described by a linear model, the communication range is identical to both the signal decay length-

scale and response decay length-scale, which we detail below. In section 1.3.1, we discuss this 

simple linear scenario, using a one-dimensional mathematical model. We show how the diffusion 

rate, uptake rate and cell density affect the communication range. In addition, we discuss how the 

communication range relates to the detection range, which is the maximum distance over which 

the signal molecules can be detected from the boundary of signal producers. In section 1.3.2 we 

discuss how deviations from linearity affect the communication range and the other length-scale 

measures. 

1.3.1 Linear scenario 

In this section, we consider a simple one-dimensional model of signal propagation, where signal 

receiving cells respond to signal produced by a cluster of signal producing cells. A more general 

derivation of how signal concentrations are distributed in and outside of a cluster of signal 

producers is given in section 2 of the Supplementary Discussion (this elaborate analysis also 

includes a two and three dimensional evaluation of signal propagation). 
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The simple model assumes that signal can diffuse with a diffusion constant 𝐷 and is uptaken by 

cells with a degradation level which is linearly proportional to the uptake rate per cell 𝛼𝑐 and the 

cell density 𝑑. We assume a constant flux (𝜂) boundary condition at 𝑥 = 0, and an open boundary 

condition to the right (i.e concentration of zero at infinity). We further assume that the output 

response we observe is linearly proportional to the signal level (scaling with 𝑚). Defining 𝑐 as the 

signal concentration and 𝑌 as the output. We find the following equations for the system: 

[1] 
𝜕𝑐

𝜕𝑡
= 𝐷

𝜕2𝑐

𝜕𝑥2 − 𝛼𝑐𝑑𝑐 

[2] 𝐷
𝜕𝑐

𝜕𝑥
|

𝑥=0
= −𝜂 

[3] 𝑌 = 𝑓(𝑐); 𝑓(𝑐) = 𝑚𝑐 

Here, we assume linearity in both signal uptake (𝛼𝑐𝑑𝑐) and response (𝑓(𝑐) = 𝑚𝑐). The solution 

to these equations is given by: 

[4] 𝑐 = 𝑐0 exp (−
𝑥

𝜆
) ; 𝜆 = √

𝐷

𝛼𝑐𝑛
; 𝑐0 =

𝜂𝜆

𝐷
 

[5] 𝑌 = 𝑚𝑐 

We can now mathematically define various range measures (Supplementary Fig. 1): 

• Communication range (𝝀): As mentioned above, we define the communication range as 

the distance over which the signal response is reduced by one log scale from its value at 

the boundary, irrespective whether the response is saturated or not near the boundary 

(see a discussion below on saturation). In a linear model, the communication range is equal 

to both the signal decay length-scale (𝜆𝑠𝑖𝑔𝑛𝑎𝑙) and response decay length-scale (𝜆𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒). 

• Signal decay length-scale (𝝀𝑠𝑖𝑔𝑛𝑎𝑙): The signal decay length-scale is defined by the distance 

over which the signal concentration decays one order of magnitude (on a natural log scale). 

One can more generally define the local signal-decay length-scale as: 

[6] 𝜆𝑠𝑖𝑔𝑛𝑎𝑙(𝑥) =
𝑑𝑥

𝑑𝑙𝑜𝑔(𝑐)
= 𝑐

𝑑𝑥

𝑑𝑐
 

This length-scale can be determine using the distance over which the signal concentration 

decays from the boundary of signal producers (Supplementary Fig. 1a). 
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• Response decay length-scale (𝝀𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒): Similarly to the signal decay length-scale, we 

define the response decay length-scale as the distance over which the response reduces 

one natural log. We measure this length-scale in the region where the signal response is 

undergoing an exponential decline (so not including the region of saturated signal 

response). Mathematically this is described by the following equation: 

[7] 𝜆𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒(𝑥) =
𝑑𝑥

𝑑𝑙𝑜𝑔(𝑌)
= 𝑌

𝑑𝑥

𝑑𝑌
=

𝑌

𝑐

𝑑𝑐

𝑑𝑌
× 𝑐

𝑑𝑥

𝑑𝑐
= (

𝑑𝑙𝑜𝑔(𝑌)

𝑑𝑙𝑜𝑔(𝑐)
)

−1

× 𝜆𝑠𝑖𝑔𝑛𝑎𝑙(𝑥) 

We therefore find that the local response decay range is proportional to the local signal 

decay range at the point divided by the logarithmic sensitivity of the response to the 

concentration, 
𝑑𝑙𝑜𝑔(𝑌)

𝑑𝑙𝑜𝑔(𝑐)
. For a linear response function this is equal to 1 and therefore the 

two range measures are equal. 

• Detection range (𝝀𝒅𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏): Operationally, this is defined as the distance between the 

boundary and the point where response level is at the background level of expression. If 

the background level is 𝑌𝑏𝑔, then this distance is calculated from eqs. [4]-[5] as: 

[8] 𝜆𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 = 𝜆 × 𝑙𝑜𝑔 (
𝑚∙𝑐0

𝑌𝑏𝑔
) 

The maximal response distance therefore depends logarithmically on the production rate, 

the threshold response and the transfer function of signal to response. 

1.3.2 Non-linear scenario 

The above analysis assumes that both the uptake rate and response are linear with the local signal 

concentration. Both of these assumptions can be violated either towards a saturated regime (sub-

linear relation) or a hyper-sensitive regime (super-linear relation). We consider separately the 

impact of non-linearity in either signal uptake or response. The table below summarizes the main 

results of the analysis, where 𝜆𝑥
𝑙𝑖𝑛𝑒𝑎𝑟 functions as a reference of the spatial measure under the 

linear regime. 
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Scenario Type 𝝀 𝝀𝒔𝒊𝒈𝒏𝒂𝒍 𝝀𝒓𝒆𝒔𝒑𝒐𝒏𝒔𝒆 𝝀𝒅𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏 

Uptake Saturated No steady state No steady state No steady state No steady state 

 Hyper-sensitive 𝜆 < 𝜆𝑙𝑖𝑛𝑒𝑎𝑟 𝜆𝑠𝑖𝑔𝑛𝑎𝑙 < 𝜆𝑠𝑖𝑔𝑛𝑎𝑙
𝑙𝑖𝑛𝑒𝑎𝑟  𝜆𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = 𝜆𝑠𝑖𝑔𝑛𝑎𝑙 𝜆𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 < 𝜆𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛

𝑙𝑖𝑛𝑒𝑎𝑟  

Response Saturated 𝜆 > 𝜆𝑙𝑖𝑛𝑒𝑎𝑟 𝜆𝑠𝑖𝑔𝑛𝑎𝑙 = 𝜆𝑠𝑖𝑔𝑛𝑎𝑙
𝑙𝑖𝑛𝑒𝑎𝑟  𝜆𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = 𝜆𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒

𝑙𝑖𝑛𝑒𝑎𝑟  𝜆𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 > 𝜆𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛
𝑙𝑖𝑛𝑒𝑎𝑟  

 Hyper-sensitive 𝜆 = 𝜆𝑙𝑖𝑛𝑒𝑎𝑟 𝜆𝑠𝑖𝑔𝑛𝑎𝑙 = 𝜆𝑠𝑖𝑔𝑛𝑎𝑙
𝑙𝑖𝑛𝑒𝑎𝑟  𝜆𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 =

𝜆𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒
𝑙𝑖𝑛𝑒𝑎𝑟

𝑛
 𝜆𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛 < 𝜆𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛

𝑙𝑖𝑛𝑒𝑎𝑟  

 

1.3.2.1 Non-linearity in signal uptake 

The uptake rate per cell can change non-linearly with the signal concentration, for example, 

because the uptake machinery is saturated by signal, leading to a sub-linear uptake response. For 

a simple model of signal uptake, we expect a Michaelis–Menten uptake per cell dependence of 

𝛼𝑐 =
𝛼𝑐

0

1+𝑐/𝐾
. In contrast, if the signal positively influences the uptake rate, we may also find a 

situation where the signal decay is super-linear, 𝛼𝑐 = 𝛼𝑐
0 (

𝑐

𝐾
)

𝑛

. We consider the impact of each of 

these scenarios on the different spatial measures (Supplementary Fig. 2): 

• Saturated uptake. If the uptake is saturated near the boundary, then we expect that the 

signal will decay more slowly than it would have in the non-saturated case. For a one 

dimensional scenario, the modified diffusion equation has no steady state if production 

rate is sufficiently high to saturate signal uptake near the boundary. The signal 

concentration near the boundary will grow logarithmically and the signal decay length-

scale thereby increases as well with time. As signal concentration increases, the signal 

profile would approach that of a non-absorbing system. The time-scale at which this 

happens depends on the relative production rate and the geometry of the system, making 

it unlikely for this to happen in the experimental setup we considered. 

• Hyper-sensitive uptake. Previous works in the context of morphogen gradients have 

analyzed this case47. It was shown that this type of regulation of uptake rate leads to a 

steady state. The maximal response distance in this case is more robust to variation in 

production rate. The signal decay range is short near the production region and extends 
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at increasing distances from the boundary. This scenario is irrelevant to absorbing systems 

of the RRNPP type and therefore we do not consider it further. Note that it may be 

relevant to the AI-2 system (see section 1.1.4). 

1.3.2.2 Non-linearity in signal response 

Non-linearity in the response does not affect directly signal propagation, therefore we expect that 

the signal concentration profile will remain the same as in the fully linear case, eqs. [1]-[5]. We 

therefore do not expect the signal decay length-scale to change. In contrast, all response-related 

measures would change. The response decay length-scale would change by a factor inversely 

proportional to the sensitivity of the response to the local concentration, 
𝑑𝑙𝑜𝑔(𝑌)

𝑑𝑙𝑜𝑔(𝑐)
. We can consider 

for example, a modified hill coefficient response curve: 

[9] 𝑌 = 𝑓(𝑐) = 𝑌𝑚𝑖𝑛 + 𝑌𝑚𝑎𝑥
𝑐𝑛

𝑐𝑛+𝐾𝑐
𝑛  

𝑌𝑚𝑖𝑛, 𝑌𝑚𝑎𝑥  are the minimal and maximal corresponding values of the response, 𝐾𝑐 is the half max 

change signal concentration and 𝑛 is the hill coefficient of the response. For 𝑐 ≪ 𝐾𝑐 we find a 

saturated minimal response, 𝑌𝑚𝑖𝑛, while for 𝑐 ≫ 𝐾𝑐 we find a saturated maximal response 𝑌𝑚𝑎𝑥. 

The sensitivity of the response function is: 

[10]  
𝑑𝑙𝑜𝑔(𝑌)

𝑑𝑙𝑜𝑔(𝑐)
= 𝑛 (1 −

𝑌𝑚𝑖𝑛

𝑌
) (1 −

(𝑌−𝑌𝑚𝑖𝑛)

𝑌𝑚𝑎𝑥
) 

For intermediate values of the response the sensitivity approaches the hill coefficient 𝑛, while for 

saturating values (at either low or high signal concentration), we find that the sensitivity is 

approaching zero. In accordance with that and using the definitions of the various spatial 

measures, we find that the response decay length-scale in the region of exponential decline (i.e, 

𝑌𝑚𝑖𝑛 ≪ 𝑌 ≪ 𝑌𝑚𝑎𝑥) is equal to: 

[11] 𝜆𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 =
𝜆𝑠𝑖𝑔𝑛𝑎𝑙

𝑛
. 

Saturation would therefore affect the communication range under two different conditions 

(Supplementary Fig. 3): 
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• High signal concentration at the boundary: If the concentration at the boundary is high, 

𝑐0 ≫ 𝐾, then we would first have a spatial region, whose length is ~𝜆 log (
𝑐0

𝐾
), where cells 

show a saturated signal response. This will be followed by a region with exponential decay 

of the signal response with a response decay length-scale of 
𝜆𝑠𝑖𝑔𝑛𝑎𝑙

𝑛
 which would end as the 

response approaches the minimal level. 

• Low signal concentration at the boundary: If concentration at the boundary is very low 

𝑐0 ≪ 𝑘, 𝑌~𝑌𝑚𝑖𝑛 + Δ;  Δ ≪ 𝑌𝑚𝑖𝑛, then the response decay range would be 𝑛 (1 −

𝑌𝑚𝑖𝑛

𝑌𝑚𝑖𝑛+Δ
) (1 −

Δ

𝑌𝑚𝑎𝑥
) ~𝑛

Δ

𝑌𝑚𝑖𝑛
≪ 𝑛. That is, the response is saturated already near the 

boundary and the communication range is longer than 𝜆. This explains the phenomenon 

of the extended communication range we observe at low expression levels of PapR 

(Supplementary Fig. 14). 

1.4 Empirical considerations 

1.4.1 Signal concentration is not expected to saturate opp uptake system 

A recent study from Babel and colleagues48 examined the temporal dynamics of signal response 

in the RapA-PhrA absorbing quorum-sensing system, where they quantified the RapA response to 

external PhrA levels using accurate FRET-based method. This work estimated that, in early 

stationary stage, the PhrA concentration is ~1𝑛𝑀. This concentration is the product of both signal 

production and signal uptake and is therefore expected to be largely independent of the cell 

density (which is much higher in our microfluidic chambers). They estimated that the PhrA 

concentration is about 100-fold lower than the affinity of the Opp uptake system. Although it is 

unclear if PhrA production and uptake affinity are equivalent to those of PapR, given the 100-fold 

margin between signal concentrations and uptake affinity, we believe it is reasonable to assume 

that saturation is not reached for the PlcR-PapR system either. This is furthermore supported by 

the fact we observe relatively short communication ranges. When signal uptake would be strongly 

saturated, absorbing systems are expected to behave more like non-absorbing systems, drastically 

increasing the communication range that is observed (see mathematical derivation in section 

1.3.2). 
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1.4.2 Predicted communication range based on previous parameter estimates 

As described below, the exponential decay length-scale, which equals the communication range 

in linear systems, is equal to 𝜆 = √𝐷/𝛼, where 𝐷 is the diffusion rate of the signal molecule and 

𝛼 is the effective uptake rate (molecules per second). In order to estimate this length-scale, we 

therefore need to estimate the diffusion and uptake rates. Using stokes equation and the 

estimated radius of a short peptide (0.5kDa→0.5nm radius), we estimate that signal peptides 

diffuse in water at a rate in the order of 𝐷𝑝𝑒𝑝𝑡𝑖𝑑𝑒~400 𝜇𝑚2𝑠𝑒𝑐𝑜𝑛𝑑−1. To measure the uptake 

rate, we need first to estimate the uptake rate per cell, which will of course depend on the level 

of expression of the Opp system and the specific peptide. Two papers have measured Opp uptake 

rate in B. subtilis. Lazzazera and colleagues30 used radioactive labeling and estimated the uptake 

rate of CSF (PhrC) peptide to be 30 molecules per second per cell at an external concentration of 

10𝑛𝑀~6 × 1012 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠

𝑚𝑙
. The uptake rate per cell is therefore 𝛼𝑐 = 5 × 10−12 1

𝑐𝑒𝑙𝑙𝑠

𝑚𝑙
×𝑠𝑒𝑐𝑜𝑛𝑑𝑠

. At a 

cell density of 𝑑 = 108 𝑐𝑒𝑙𝑙𝑠

𝑚𝑙
 this leads to a timescale of: 𝜏𝑑 = (𝛼𝑐𝑑)−1 =

2000 𝑠𝑒𝑐𝑜𝑛𝑑𝑠~40 𝑚𝑖𝑛𝑢𝑡𝑒𝑠. A more recent measurement of PhrA uptake rate using a FRET-

based live reporter found numbers that are a factor of ~7 higher48. The uptake rate within the 

microfluidic chamber is calculated using the density of the cells in the chamber, 𝑛𝑐 , and the uptake 

rate per cell, 𝛼𝑐. For simplicity, we could say that the volume fraction of cells in the chamber is 

roughly 0.5 (Supplementary Fig. 7), which implies a cell density of 𝑑 ≈ 2 × 1011 𝑐𝑒𝑙𝑙𝑠

𝑚𝑙
. Using the 

above parameter estimates, we find that 𝛼 = 𝛼𝑐𝑑~0.1 − 1 𝑠𝑒𝑐𝑜𝑛𝑑−1. Altogether, this implies a 

length-scale 𝜆 = √
𝐷

𝛼
~6𝜇𝑚 − 20𝜇𝑚. This value fits very well with the length-scales observed in 

our work. 

1.4.3 Signal-response curves of absorbing quorum-sensing systems 

1. PlcR-PapR: The response of this system is linear for a wide range of signal concentrations (i.e. 

hill-coefficient = ~1; Supplementary Fig. 11). Saturation only occurs at high signal 

concentrations, which do not seem to occur in the microfluidic experiment, since the signal 

response already decays inside the cluster of signal-producing cells (in contrast to for example 

the ComQXP system, where signal receivers close to the producers show a saturated signal 



44 
 

response; Supplementary Fig. 10c). Altogether, this implies that the observed communication 

range is about equal to the signal decay length-scale (Supplementary Fig. 1, Scenario 1). 

2. RapP-PhrP: This system has a non-linear response with a hill-coefficient of ~2-2.5 

(Supplementary Fig. 11). Signal response profiles show a saturated signal response at the 

boundary of signal producers and sometimes even beyond the boundary (Supplementary Fig. 

10c and Fig. 2d), suggesting high levels of PhrP production. In these cases, our measured 

communication range is a sum of two terms (see Supplementary Fig. 1, Scenario 2): 

a. The saturation range: a distance over which the response is saturated. 

b. The response decay length-scale: a distance over which the response decays by a factor of 𝑒 

from the point in space where the response becomes non-saturated. The response decay 

length-scale is equal to the signal decay length-scale divided by the hill coefficient of the non-

linear response (Supplementary Fig. 1).The response decay length-scale is 𝜆𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 = 3𝜇𝑚 ±

0.3𝜇𝑚 (𝑛 = 16). We note that according to equation [11], the signal decay length-scale is a 

factor of 2-3 longer than the response decay range, because of the hill coefficient of the 

response. 

3. ICEBs1 and phage 𝚽3T systems: In both systems, the response function is repressive (a 

negative hill coefficient). In addition to the communication range, we also define the zone of 

inhibition for these quorum-sensing systems (see Methods ‘zone of inhibition and conjugation 

in the ICEBs1 system’), which is the distance from the boundary of signal producers at which 

the repression becomes ineffective. Supplementary Fig. 19 shows both the response decay 

length-scale (ICEBs1: 1.98𝜇𝑚 ± 0.1𝜇𝑚, mean ± s.e., 𝑛 = 14; phage Φ3T: 1.6𝜇𝑚 ± 0.1𝜇𝑚, 

𝑛 = 45) and the zone of inhibition (ICEBs1: 4.2𝜇𝑚 ± 0.2𝜇𝑚, 𝑛 = 14; phage Φ3T: 6.6𝜇𝑚 ±

0.2𝜇𝑚, 𝑛 = 45). We have not measured the response hill coefficient for these systems, so we 

cannot deduce the signal decay length-scale. 

1.4.4 Peptide length, signal uptake and communication range 

We note that the communication range of the PlcR-PapR system is far longer than that of the other 

absorbing quorum-sensing systems we examined (i.e. RapP-PrhP, RapI-PrhI and AimR-AimP 

systems). In addition to the difference in the hill coefficient (Supplementary Fig. 11), there may be 

other biological differences that could explain the different communication ranges. The PlcR-PapR 
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system is exogenous and utilizes a 7-mer peptide as a signal (Bouillaut et al. 2008), while the other 

absorbing quorum-sensing systems are endogenous to B. subtilis and utilize a 5-mer or 6-mer 

system38,43,45. The lab strain of B. subtilis (PY79) that we used in this study only has a single 

oligopeptide permease system (Opp), which has a limited ability to import longer peptides40. The 

7-mer peptide of the PlcR-PapR system might therefore be imported at a lower rate than the signal 

molecules of the other absorbing systems we tested, explaining slightly longer communication 

range of the PlcR-PapR system (still being much shorter than the communication range of the non-

absorbing I ComQXP system; Fig. 2). It is however worth noting that wild strains of B. subtilis code 

for a second oligopeptide permease system (App, mutated in the lab strain41) which is suitable for 

importing longer peptides49. Wildtype B. subtilis strains as well as the natural host of the PlcR-PapR 

system (B. thuringiensis) might therefore have higher uptake rates of this peptide and express 

shorter communication ranges than the ones measured in this study (Fig. 2). 

1.4.5 Reasons for the extended communication range of small clusters 

As we noted in the main manuscript and show in Supplementary Figs. 14, 15, and 16, very small 

clusters of signal producers from the PlrR-PapR quorum-sensing system (width of ~1 cell) show a 

distinct signal response profile than larger clusters: (1) There is no continuity of expression 

between the producers and receivers in their signal response (Supplementary Figs. 15 and 16) and 

(2) the measured communication ranges associated with very small clusters are far longer than 

those of larger clusters (Supplementary Fig. 14). These two major differences can be explained by 

(a combination of) the following mechanisms: 

1. Cells in small clusters produce few signal molecules and therefore approach minimal 

response levels, i.e. minimal reporter gene expression (associated with leakiness of the 

promoter). Consequently, the response curve becomes saturated in the lower range (i.e. 

low signal concentrations). As discussed above, this saturation results in larger estimates 

of the response decay length scale and, hence, larger communication ranges. 

2. As apparent in liquid cultures (Supplementary Fig. 15), the PlcR-PapR system shows a self-

sensing-like behavior 50, where signal-producing cells show a slightly higher intrinsic signal 

response (i.e. reporter gene expression) than signal-receiving cells. This form of self-

sensing could explain the gap in signal response between producers and receivers that is 
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apparent with small clusters of signal producers (Supplementary Fig. 16). Self-sensing may 

also slightly skew the estimated communication range. 

3. Temporal changes in the cluster size could also lead to a gap in signal response between 

producers and receivers. For example, a small cluster of signal producers may have been 

considerably larger a few cell cycles ago. This could result in temporarily elevated signal 

response in the cluster of signal producers compared to the surrounding receivers. 

4. Finally, low signal-to-noise ratios could affect the estimated communication range. The 

signal response in small clusters of signal-producers is necessarily lower than those in 

larger clusters, because the absolute production of signal molecules is lower. As a 

consequence, there is a smaller dynamical range in signal response, which makes it harder 

to accurately infer the communication range. 

 

1.5 Alternative mechanisms that could limit signal diffusion in space 

In the main text, we focus on irreversible signal uptake as a mechanism that limits signal diffusion 

and hence the communication range between cells. Yet, there are alternative mechanisms that 

could limit diffusion. For example, there are a few cases where signal molecules are actively 

degraded by extracellular (type A and B non-absorbing designs) or intracellular enzymes (type B 

non-absorbing design)51–53. Although degradation is generally predicted to be weak, when 

degradation is sufficiently strong it could lead to limited diffusion. 

For example, the fairly stable AHL molecules in type B non-absorbing quorum-sensing systems54 

can be degraded by lactonases55 or acylases53. While most AHL-producing bacteria only weakly 

degrade AHL, there is one notable exception: Pseudomonas putida IsoF56,57. Here, the extracellular 

lactonases that degrade the native AHL (3-oxo-decanoyl AHL) are likely induced by quorum-

sensing and lead to temporal pulse in quorum-sensing activity, where one first observes an 

increase in activity followed by a decrease. At relatively low cell densities (~109 cells/ml), the signal 

was shown to degrade within ~1 ℎ𝑜𝑢𝑟56,57. As degradation is density-dependent, we expect that 

the rate of degradation increases a hundred-fold or more when densities approach those found 

in biofilms (~1011 cells/ml). We therefore hypothesize that the degradation rate can be sufficiently 

high to limit diffusion and hence result in short-range communication. Since lactonase enzymes 
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like signal molecules are secreted in the environment, degradation may lead to intricate spatial 

dynamics. Even when the lactonase enzymes are not secreted, complicated expression dynamics 

can emerge when quorum-sensing systems control the expression of lactonases. For example, in 

a synthetic quorum-sensing system in Escherichia coli, an intracellular lactonase was introduced 

under the control of a quorum-sensing system (similar to the P. putida case)58. This resulted in 

spatially coupled oscillations in gene expression, with a communication range of tens of microns. 

Several well-studied lactonases are produced by bacteria that do not utilize AHL-based quorum-

sensing55. The presence of such bacteria in a community with AHL producers is expected to reduce 

the concentration of AHL molecules in the community and could interfere with quorum-sensing 

(a process known as quorum quenching55). Yet, we do not expect that it would generally lead to 

short-range communication, because for this the producers should assort with the degrading cells 

in space, which we consider unlikely to occur. 

Another option worth considering is the presence of signals whose spontaneous degradation (or 

modification into an inactive form) is very fast, independently of the presence of cells. In order to 

contribute to short range signaling, though, degradation needs to occur on a scale of seconds. 

There have been no attempts yet to consider the inter-cellular signaling role of such short-lived 

molecules, as their impact would be hard to trace in well-mixed environments. 

1.6 The social context of absorbing quorum-sensing systems 

The lack of crosstalk between clusters of signal producers with absorbing quorum-sensing systems 

relies on the fact that other cells in the community, which do not produce signal molecules, still 

degrade or import them. Why would they do this? We think there are two possible scenarios: (1) 

cells might actively take up signal molecules because they provide metabolic benefits or (2) signal 

molecules might exploit generic uptake machinery of cells. In the first scenario, signal molecules 

should be metabolically beneficial. In addition, cells should somehow recognize these signal 

molecules and express the appropriate uptake machinery to import them. If signal molecules are 

costly to produce for the signal-producing cells and provide metabolic benefits to the surrounding 

cells, signal production could form a cooperative trait59. In the second scenario, signal molecules 

exploit generic uptake machinery that cells broadly express across the community. In this scenario, 
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signal molecules must not provide metabolic benefits (although they still could), but simply make 

use of the fact that cells express generic uptake systems, like oligopeptide permeases, which 

automatically results in their uptake. 

Whether signal uptake comes about through the first or second scenario, for short-range 

communication to happen, signal molecules should be sufficiently general to be imported by 

uptake systems in many different bacterial species, which inhabit the community, but–at the same 

time–be sufficiently specific to allow for communication between signal-producing cells only, 

without interference of other cells in the community. Peptides are ideal for this purpose, as they 

can be imported through many generic uptake systems, but also have enough sequence diversity 

to encode for specific signals. In principle, one expects that lactonases could have worked in the 

same way in the case of AHL signaling, as specificity is guided by the acyl chain length and side-

chain decoration and not by the lactone ring. Yet, most species do not seem to degrade lactones, 

which makes short-range communication often impossible. It might be that the metabolic benefit 

of AHL degradation, given their general low concentrations, is insufficient for driving the spread of 

their degrading enzymes. 

2 Mathematical modeling of quorum-sensing designs 

2.1 Signal gradient properties: Analytic solutions for various geometries 

The aim of this section is to present a general analysis of the impact of signal decay, either caused 

by signal uptake or signal degradation, on quorum sensing under several different scenarios. As 

dimensionality is critical in analysis of diffusive processes, we will separately analyze one-, two- 

and three-dimensional implementations of the model. For each condition, we will consider a 

cluster of signal-producing cells with a radius 𝑅. Like in our experiment, signal-producers harbor 

the entire quorum-sensing system. The cluster of signal producers is assumed to be embedded 

within a larger community of cells that do not produce the quorum-sensing signal. 

While bacterial communities consist of cells, we use a continuous framework to model the 

community. That is, instead of modeling cells that produce and receive signal molecules explicitly, 

we simplify the model by assuming a constant production rate per unit volume and a decay rate 

per unit volume of the community. This simplification has minimal effect on the modeling 
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outcome, but nevertheless could make a difference. For example, the effective diffusion 

coefficient and effective concentration are dependent on the volume fraction filled up by the cells. 

This is not accounted for in the continuous modeling framework that we adopt here. See more 

discussion on density dependence in section 2.2 below.  

In the continuous framework, the following diffusion equations describe the changes in the signal 

concentration in the community: 

[12] 
𝜕𝑐𝑖𝑛

𝜕𝑡
= 𝐷∇2𝑐𝑖𝑛 + 𝜂 − 𝛼𝑖𝑐𝑖𝑛   for   𝑟 < 𝑅 

[13] 
𝜕𝑐𝑜𝑢𝑡

𝜕𝑡
= 𝐷∇2𝑐𝑜𝑢𝑡 − 𝛼𝑜𝑐𝑜𝑢𝑡   for   𝑟 > 𝑅 

Where 𝑟 represents the distance from the center of signal-producing cells; 𝜂 shows the rate of 

signal production; 𝑐𝑖𝑛 shows signal concentration inside the cluster and 𝑐𝑜𝑢𝑡 outside the cluster; 

𝛼𝑖 shows the rate of signal decay inside the cluster and 𝛼𝑜 outside the cluster. We assume that 

there is a constant production (𝜂) of signal within the cluster (𝑟 < 𝑅) and none outside the cluster 

(𝑟 > 𝑅). The signal decay rate, caused by either signal degradation or signal uptake, inside (𝛼𝑖) 

and outside (𝛼𝑜) the cluster will depend on the specific quorum-sensing system examined. We 

assume in our analysis that the signal-producing cluster is embedded in a bacterial community 

that is much larger than the cluster, having a zero signal concentration in infinity (𝑐𝑜𝑢𝑡 = 0 for 𝑟 =

∞). We assume continuity in both the signal concentration and signal fluxes between the inside 

and outside of the cluster, thereby satisfying the following cluster boundary conditions: 

[14] 𝑐𝑖𝑛(𝑅) = 𝑐𝑜𝑢𝑡(𝑅); ∇𝑐𝑖𝑛(𝑅) = ∇𝑐𝑜𝑢𝑡(𝑅). 

Our goal is to deduce from equation [12]-[14] the characteristics of the signal concentration 

gradient for the absorbing and non-absorbing quorum-sensing designs. For each design, we will 

examine both the intra-cluster and extra-cluster (or inter-cluster) properties: 

- Intra-cluster signal properties: The signal concentration will vary within the cluster of signal 

producers, but will always be highest in the center of the cluster. We therefore calculate 

the both the signal concentration at the center, 𝑐𝑖𝑛(0), and the average concentration 

within the cluster, 𝑐𝑎𝑣, as indicators of the status of signaling within the cluster. 
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- Inter-cluster properties: We are interested in the concentration profile at a distance 𝑟 from 

the center of the cluster 𝑐𝑜𝑢𝑡(𝑟) to determine at which spatial distance independent 

clusters of signal-producing cells within the community could still sense each other. This 

will depend on the signal decay length-scale, which, as described in equation [6], is the 

distance over which the signal decays by a factor of 𝑒. 

If the signal decays with rate 𝛼, the signal decay length-scale is given by 𝜆𝑠𝑖𝑔𝑛𝑎𝑙 = √
𝐷

𝛼
. We expect 

that the signal concentration gradient would depend on this intrinsic length-scale as well as on the 

geometrical length-scale of the system (i.e. the radius of the cluster, 𝑅). It is therefore important 

to check the solution at different extremes where 𝑅 ≫ 𝜆𝑠𝑖𝑔𝑛𝑎𝑙  and 𝑅 ≪ 𝜆𝑠𝑖𝑔𝑛𝑎𝑙. 

2.1.1 Three relevant cases  

We will consider three cases, corresponding to the different quorum-sensing systems discussed in 

section 1.1. We consider both absorbing and non-absorbing quorum-sensing systems and also vary 

the decay rate of signal molecules outside the cluster of signal producers: 

- Case 1. Non-absorbing systems without signal decay. We assume that there is no signal 

decay inside or outside the cluster of producers: 𝛼𝑖 = 𝛼𝑜 = 0. 

- Case 2. Absorbing systems with signal decay inside the cluster only (type B design). We 

assume that there is signal decay inside the cluster of signal producers, but not outside. 

This is a case where the quorum-sensing cells employ absorbing quorum-sensing signaling, 

but where signal molecules are not taken up or degraded outside the cluster of signal 

producers: 𝛼𝑜 = 0. 

- Case 3. Absorbing systems with signal decay inside and outside the cluster (type A design). 

We assume signal decay is observed both inside and outside the cluster of signal 

producers. This corresponds to the absorbing quorum-sensing systems studied in the main 

text. For simplicity, we assume that 𝛼𝑖 = 𝛼𝑜 ≠ 0.  

Dimensional considerations. As mentioned above, dimensionality can be critical for analyzing 

reaction diffusion models. For one- and two-dimensional systems (or three-dimensional systems 

with a symmetry that can be approximated by one or two-dimensional equations), one can show 
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that there is no steady state for cases 1 and 2 without a sink boundary condition. That is, if there 

are no sinks, signal molecules will accumulate indefinitely at the producer region. Analytical 

solutions describing the signal concentration gradient in these cases are therefore complex and 

critically dependent on the geometry of the systems (i.e., assumptions on the existence and shape 

of the boundary conditions). We therefore do not analytically solve cases 1 and 2 for one- or two-

dimensional implementations of the model. For these cases, we only consider a three-dimensional 

scenario. In contrast, for case 3 the concentration profile will reach a steady state for all 

dimensions. We therefore analyze case 3 for one-, two- and three-dimensional scenarios. Later, in 

section 2.3, we also examine numerical simulations to explore a two-dimensional scenario that 

emulates the geometry of a microfluidic chamber for both case 1 (non-absorbing design) and 3 

(absorbing design). The results of various scenarios are graphically summarized in Supplementary 

Fig. 5 and Fig. 1 of the main manuscript. 

2.1.2 Analysis of three-dimensional spherical symmetry 

In three dimensions, the spherical part of the Laplacian is ∇2𝑐 =
1

𝑟2
(

𝑑

𝑑𝑟
(𝑟2 𝑑𝑐

𝑑𝑟
)), eqs. [12] and [13] 

can therefore be written explicitly according to the assumptions given in each case.  

2.1.2.1 Case 1. Non-absorbing systems without signal decay 

The steady-state equation out of the producing region is: 

[15] 𝐷
1

𝑟2
(

𝑑

𝑑𝑟
(𝑟2 𝑑𝑐

𝑑𝑟
)) = 0 → 𝑐𝑜𝑢𝑡(𝑟) =

𝐴𝑜

𝑟
 for 𝑟 > 𝑅 

Within the cluster, the equation is: 

[16] 𝐷
1

𝑟2
(

𝑑

𝑑𝑟
(𝑟2 𝑑𝑐

𝑑𝑟
)) = −𝜂 → 𝑐𝑖𝑛(𝑟) = 𝐴𝑖 −

𝜂

6𝐷
𝑟2 for 𝑟 < 𝑅. 

To find the specific solution to these equations, we used the continuity of concentration and flux, 

eq. [14], which corresponds to: 

[17] 
𝐴𝑜

𝑅
= 𝐴𝑖 −

𝜂

6𝐷
𝑅2;  

𝐴𝑜

𝑅2
=

𝜂

3𝐷
𝑅 

With the solution 
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[18] 𝐴𝑜 =
𝜂

3𝐷
𝑅3; 𝐴𝑖 =

𝜂

2𝐷
𝑅2 

The concentration at the center of the cluster is therefore: 

[19] 𝒄𝒊𝒏(𝟎) =
𝜼

𝟐𝑫
𝑹𝟐 =

𝟑𝜼𝑽

𝟖𝝅𝑫𝑹
 

The average concentration within the cluster is: 

[20] 𝒄𝒂𝒗 =
𝟏

𝑽
∫ 𝟒𝝅𝒓𝟐𝒄𝒊𝒏(𝒓)𝒅𝒓

𝑹

𝟎
=

𝟑

𝑹𝟑

𝜼

𝟐𝑫
∫ 𝒓𝟐 (𝑹𝟐 −

𝟏

𝟑
𝒓𝟐) 𝒅𝒓

𝑹

𝟎
=

𝟑𝜼

𝟖𝑫
𝑹𝟐 =

𝟑

𝟒
𝒄𝒊𝒏(𝟎) 

While out of the cluster, the concentration is: 

[21] 𝒄𝒐𝒖𝒕(𝒓) =
𝜼

𝟑𝑫
𝑹𝟑 𝟏

𝒓
=

𝜼𝑽

𝟒𝝅𝑫𝒓
 

𝑉 is the volume of the sphere and 𝜂𝑉 is the total signal produced per time unit in the cluster. 

The signal decay length-scale of the system is: 

[22] 𝜆𝑠𝑖𝑔𝑛𝑎𝑙 = − (
𝑑𝑙𝑜𝑔(𝑐𝑜𝑢𝑡)

𝑑𝑟
)

−1

= 𝑟 

That is, there is no clear intrinsic length-scale in this system and decay is simply proportional to 

the distance itself. 

2.1.2.2 Case 2. Absorbing systems with signal decay inside the cluster only (type B design) 

In case 2, the concentration function outside the cluster is the same as in case 1 (eq. [15]), but the 

concentration within the sphere follows the equation: 

[23] 𝐷∇2𝑐 + 𝜂 − 𝛼𝑐 = 0 

By renormalizing 𝑟 by the signal decay length-scale 𝜆 = √
𝐷

𝛼
 and setting 𝑦 =

𝜂

𝛼
− 𝑐, this equation 

reduces to, ∇2𝑦 − 𝑦 = 0, Which can be solved to yield as a finite solution: 

[24] 𝑐𝑖𝑛(𝑟) =
𝜂

 𝛼
− 𝐴𝑖

𝜆

𝑟
sinh (

𝑟

𝜆
) 

The boundary conditions on the sphere now yields: 

[25] 𝐴𝑖 (𝑅cosh (
𝑅

𝜆
) − 𝜆 sinh (

𝑅

𝜆
)) = 𝐴𝑜 
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[26] 
𝜂

 𝛼
− 𝐴𝑖

𝜆

𝑅
sinh (

𝑅

𝜆
) =

𝐴𝑜

𝑅
 

[27] 𝐴𝑖 =
𝜂

𝛼

1

cosh(
𝑅

𝜆
)

; 𝐴𝑜 =
𝜂

𝛼
(𝑅 − 𝜆 tanh (

𝑅

𝜆
)) 

Yielding a concentration at the center of the cluster: 

[28] 𝒄𝒊𝒏(𝟎) =
𝜼

𝜶
(𝟏 −

𝟏

𝐜𝐨𝐬𝐡(
𝑹

𝝀
)
) ~ {

𝜼

𝜶
𝑹 ≫ 𝝀

𝜼

𝟐𝑫
𝑹𝟐 𝑹 ≪ 𝝀

 

And: 

[29] 𝒄𝒂𝒗 =
𝜼

 𝜶
𝝀 [𝟏 −

𝟑

𝟒𝝅𝑹𝟑 ∫ (
𝟏

𝒄𝒐𝒔𝒉(
𝑹

𝝀
)

𝐬𝐢𝐧𝐡(𝐲)

𝒚
) 𝒅𝒚

𝑹

𝝀
𝟎

] 

And out of the sphere: 

[30] 𝒄𝒐𝒖𝒕(𝒓) =
𝜼

𝜶

(𝑹−𝝀 𝐭𝐚𝐧𝐡(
𝑹

𝝀
))

𝒓
=

𝜼

𝑫

(𝑹𝝀𝟐−𝝀𝟑 𝐭𝐚𝐧𝐡(
𝑹

𝝀
))

𝒓
~

𝜼

𝑫𝒓
× {

𝑹𝝀𝟐 𝑹 ≫ 𝝀
𝟏

𝟑
𝑹𝟑 𝑹 ≪ 𝝀

 

For each of the values, we present the limits where the signal decay length-scale is very small or 

very large compared to cluster radius. In the case where the decay length-scale is very large 

compared to cluster size, we find that the effect of signal decay is negligible, and the equations 

reduce to those of the first case. In the case where the decay length-scale is very small, we find 

that the concentration inside the cluster approaches the limit 
𝜂

𝛼
, while the concentration outside 

the cluster is smaller by a factor ~
𝜆2

𝑅2
 than the concentration expected if the cluster was a non-

absorbing system. 

2.1.2.3 Case 3. Absorbing systems with signal decay inside and outside the cluster (type A design) 

The equation for the concentration inside the cluster remains the same as in eqs. [23] and [24], 

while the concentration out of the cluster can be shown to behave as: 

[31] 𝒄𝒐𝒖𝒕(𝒓) = 𝑨𝒐𝝀
𝒆−𝒓/𝝀

𝒓
 

The boundary conditions on the cluster lead to: 
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[32] 𝐴𝑜 =
𝜂

𝛼
(

𝑅

𝜆
cosh (

𝑅

𝜆
) − sinh (

𝑅

𝜆
)) 

[33] 𝐴𝑖 =
𝜂

𝛼
(

𝑅

𝜆
+ 1) 𝑒−

𝑅

𝜆 

Which yields: 

[34] 𝒄𝒊𝒏(𝟎) =
𝜼

𝜶
(𝟏 − (

𝑹

𝝀
+ 𝟏) 𝒆−

𝑹

𝝀) ~ {

𝜼

𝜶
𝑹 ≫ 𝝀

𝜼

𝟐𝑫
𝑹𝟐 𝑹 ≪ 𝝀

 

[35] 𝒄𝒐𝒖𝒕(𝒓) =
𝜼

𝜶
(

𝑹

𝝀
𝐜𝐨𝐬𝐡 (

𝑹

𝝀
) − 𝐬𝐢𝐧𝐡 (

𝑹

𝝀
))

𝝀

𝒓
𝒆−

𝒓

𝝀~ {

𝜼

𝜶

𝑹

𝒓
𝒆−

𝒓−𝑹

𝝀 =
𝜼

𝑫𝒓
𝑹𝝀𝟐𝒆−

𝒓−𝑹

𝝀 𝑹 ≫ 𝝀

𝜼

𝟑𝑫𝒓
𝑹𝟑𝒆−

𝒓

𝝀 𝑹 ≪ 𝝀
 

The length of the concentration gradient behaves almost exactly like 𝜆 = √
𝐷

𝛼
: 

[36] 𝜆𝑠𝑖𝑔𝑛𝑎𝑙 = − (
𝑑𝑙𝑜𝑔(𝑐𝑜𝑢𝑡)

𝑑𝑟
)

−1

= (
1

𝑟
+

1

𝜆
)

−1

~ {
λ 𝑟 > 𝑅 ≫ 𝜆
r 𝑅 < 𝑟 ≪ 𝜆

 

We find here that the concentration in the cluster center behaves as in case 2 – it is independent 

of cluster radius if this is large compared to the signal decay length-scale and behaves as in case 1 

when the cluster radius is smaller than the length-scale. Out of the cluster it goes down 

exponentially with the signal decay length-scale, but if the length-scale is larger than the cluster 

radius, it will behave as a freely diffusing gradient near the cluster. 

2.1.3 Solving case 3 in one and two dimensions 

For case 3, we can solve the steady-state equation also for a two-dimensional (cylindrical 

symmetry) and one-dimensional (linear symmetry) scenarios. 

Two dimensions: In a two-dimensional cylindrical symmetry, the radial part of the Laplacian can 

be written as, ∇2𝑐 =
1

𝑟

𝑑

𝑑𝑟
(𝑟

𝑑𝑐

𝑑𝑟
). The resulting equations for the concentration inside and outside 

of the producing cluster now have the form of the modified Bessel equation with 𝑛 = 0 (that is, 

𝑥2 𝑑2𝑦

𝑑𝑥2
+ 𝑥

𝑑𝑦

𝑑𝑥
− (𝑥2 + 𝑛2) = 0) for either 𝑐 itself (out of the circle), or for 

𝜂

𝛼
− 𝑐 within the circle. 

The modified Bessel equation has two solutions, a monotonically increasing solution known as 

𝐼𝑛(𝑥), the modified Bessel function of the first kind, and a monotonically decreasing solution 

known as 𝐾𝑛(𝑥), the modified Bessel function of the second kind. 
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We find that the solution for the system of equations is: 

[37] 𝒄𝒊𝒏(𝒓) =
𝜼

𝜶
(𝟏 − 𝚽𝟏 (

𝑹

𝝀
) 𝑰𝟎 (

𝒓

𝝀
)) ;   𝚽𝟏(𝒙) = (

𝑰𝟎(𝒙)

𝑰𝟎
′ (𝒙)

−
𝑲𝟎(𝒙)

𝑲𝟎
′ (𝒙)

)
−𝟏

𝟏

𝑰𝟎
′ (𝒙)

 

[38] 𝒄𝒐𝒖𝒕(𝒓) =
𝜼

𝜶
𝚽𝟐 (

𝑹

𝝀
) 𝑲𝟎 (

𝒓

𝝀
) ;     𝚽𝟐(𝒙) = (

𝑰𝟎(𝒙)

𝑰𝟎
′ (𝒙)

−
𝑲𝟎(𝒙)

𝑲𝟎
′ (𝒙)

)
−𝟏

𝟏

𝑲𝟎
′ (𝒙)

 

One can show that at the limits we find: 

[39] 𝒄𝒊𝒏(𝟎) =
𝜼

𝜶
(𝟏 − 𝚽𝟏 (

𝑹

𝝀
)) = {

𝜼

𝜶
𝑹 ≫ 𝝀

𝜼

𝟐𝑫
𝑹𝟐 (𝛄 − 𝐥𝐨𝐠 (

𝑹

𝝀
)) 𝑹 ≪ 𝝀

 

The second modified Bessel function behaves at a large value as, 𝐾0(𝑥)~0.4 ×
𝑒−𝑥

√𝑥
. We find that 

for 𝑅 ≪ 𝜆,  Φ2 (
𝑅

𝜆
) =

1

2
(

𝑅

𝜆
)

2

 implying that 

[40] 𝒄𝒐𝒖𝒕(𝒓) = 𝟎. 𝟐 ×
𝜼

𝑫
𝑹𝟐 ×

𝒆
−

𝒓
𝝀

√
𝒓

𝝀

 for 𝒓 ≫ 𝝀. 

The length-scale now behaves as: 

[41] 𝜆𝑠𝑖𝑔𝑛𝑎𝑙 = (
1

2𝑟
+

1

𝜆
)

−1

~ {
λ 𝑟 > 𝑅 ≫ 𝜆

2r 𝑅 < 𝑟 ≪ 𝜆
 

One dimension: One way to solve the diffusion equation with degradation in one dimension is by 

integrating over the appropriate Green function, where there is a delta function of production, 

𝜂(𝑥) = 𝜂𝛿(𝑟 − 𝑟0): 

[42] 𝐺(𝑥, 𝑥0) =
1

2

𝜂

𝐷𝜆
𝑒−

|𝑟−𝑟0|

𝜆 ; 𝜆 = √
𝐷

𝛼0
 

Within the producing cluster (−𝑅 < 𝑟 < 𝑅) we find: 

[43] 𝑐𝑖𝑛(𝑟) = ∫ 𝐺(𝑟 − 𝑟0)𝑑𝑥0
𝑅

−𝑅
=

1

2
𝜂

𝜆

𝐷
[∫ 𝑒

(𝑟0−𝑟)

𝜆 𝑑𝑟0
𝑟

−𝑅
+ ∫ 𝑒−

(𝑟0−𝑟)

𝜆 𝑑𝑟0
𝑅

𝑟
] =

1

2

𝜂

𝛼
[[1 −

exp (−
(𝑅+|𝑟|)

𝜆
)] − [exp (−

(𝑅−|𝑟|)

𝜆
) − 1]] =

𝜂

𝛼
[1 −

exp(−
(𝑅+|𝑟|)

𝜆
)+exp(−

(𝑅−|𝑟|)

𝜆
)

2
] 

If 𝑅 ≫ 𝜆 this reduces to: 
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[44] 𝒄𝒊𝒏(𝟎) = {

𝜼

𝜶
𝑹 ≫ 𝝀

𝜼

𝜶

𝑹

𝝀
𝑹 ≪ 𝝀

 

We can also calculate the average concentration in the producer cluster: 

[45] 𝒄𝒂𝒗 =
𝜼

𝟐𝜶𝑹
∫ [𝟏 −

𝐞𝐱𝐩(−
(𝑹+|𝒓|)

𝝀
)+𝐞𝐱𝐩(−

(𝑹−|𝒓|)

𝝀
)

𝟐
] 𝒅𝒓

𝑹

−𝑹
=

𝜼

𝜶𝑹
[𝒓 +

𝝀

𝟐
(𝐞𝐱𝐩 (−

(𝑹+|𝒓|)

𝝀
) −

𝐞𝐱𝐩 (−
(𝑹−|𝒓|)

𝝀
))]

𝟎

𝑹

=
𝜼

𝜶𝑹
[𝑹 +

𝝀

𝟐
(𝐞𝐱𝐩 (−

𝟐𝑹

𝝀
) − 𝟏)] ≅ {

𝜼

𝜶𝒊𝝀
𝑹 = 𝒄𝒊𝒏(𝟎) 𝐟𝐨𝐫 𝑹 ≪ 𝝀 

To a first approximation, the maximum level and average levels are the same, as the concentration 

is fairly flat within the cluster for 𝑅 ≪ 𝜆. 

Out of the cluster (|𝑟| > 𝑅), we find: 

[46] 𝒄𝒐𝒖𝒕(𝒓) = ∫ 𝑮(𝒓 − 𝒓𝟎)𝒅𝒓𝟎
𝑹

−𝑹
=

𝟏

𝟐

𝝀

𝑫
∫ 𝒆−

(𝒓−𝒓𝟎)

𝝀 𝒅𝒓𝟎
𝑹

−𝑹
= −𝜼

𝝀𝟐

𝑫
[𝒆−

(𝒓−𝒓𝟎)

𝝀 ]
−𝑹

𝑹

=

𝜼

𝜶𝟎
𝐞𝐱𝐩 (−

|𝒓|

𝝀
)

𝐞𝐱𝐩(
𝑹

𝝀
)−𝐞𝐱𝐩(−

𝑹

𝝀
)

𝟐
≅ {

𝟏

𝟐

𝜼

𝜶𝐨
𝐞𝐱𝐩 (−

|𝒓|−𝑹

𝝀
) 𝑹 ≫ 𝝀

𝑹
𝜼

𝜶𝒐𝝀
𝐞𝐱𝐩 (−

|𝒓|

𝝀
) 𝑹 ≪ 𝝀

 

If cluster size is larger than 𝜆, the system behaves as if all production is at the right side of the 

region with 𝜂𝑡𝑜𝑡 = 𝜆𝜂. If it smaller than 𝜆, the system behaves as if all production is at the center 

with 𝜂𝑡𝑜𝑡 = 2𝑅𝜂. 

2.2 The dependence of quorum-sensing signaling on cell density 

In the above section we analyzed how various geometrical scenarios affect the quorum-sensing 

signal gradients, given a fixed cell density. In this section, we explore how the cell density itself can 

affect the signal gradient. 

A variety of parameters depend on the cell density, 𝑑,which we will measure here as the volume 

fraction taken by cells out of the total volume. The main two parameters which linearly depend 

on cell density are the production rate and uptake rate per unit volume, which are the parameters 

we have used in the previous section: 

[47] 𝜂 =
𝜂𝑐𝑒𝑙𝑙

𝑛𝑐𝑒𝑙𝑙
𝑑;    𝛼 =

𝛼𝑐𝑒𝑙𝑙

𝑛𝑐𝑒𝑙𝑙
𝑑 



57 
 

Where 𝜂𝑐𝑒𝑙𝑙 and 𝛼𝑐𝑒𝑙𝑙 are the production rate and uptake rate per cell respectively and 𝑑𝑐𝑒𝑙𝑙 is the 

volume fraction of a single cell. The other two parameters which depend on cell density are the 

effective diffusion and effective concentration, both only weakly depending on the cell density 

when 𝑑 is much smaller than 1 (𝑑 ≪ 1): 

[48] 𝐷𝑒𝑓𝑓 = 𝐷
1−𝑑

1+
1

2
𝑑

~𝐷 (1 −
3

2
𝑑),   𝑐𝑒𝑓𝑓 = 𝑐

1

1−𝑑
~𝑐(1 − 𝑑) 

We will ignore these two corrections and follow the implication of the effect of density on 

production and decay only. 

First, we note the effect of cell density on the main effective coefficients arising in the solutions: 

[49] Decay length scale: 𝜆 = √
𝐷

𝛼
= √

𝐷𝑑𝑐𝑒𝑙𝑙

𝛼𝑐𝑒𝑙𝑙
×

1

√𝑑
∝ 𝑑−

1

2;  

[50] Maximal concentration in the presence of signal decay: 
𝜂

𝛼
=

𝜂𝑐𝑒𝑙𝑙

𝛼𝑐𝑒𝑙𝑙
∝ 𝑑0; 

[51] Maximal concentration in the absence of signal decay: 
𝜂

𝐷
=

𝜂𝑐𝑒𝑙𝑙

𝐷𝑑𝑐𝑒𝑙𝑙
𝑑 ∝ 𝑑1 

We can now compare the concentration dependence on cell density for case 1 (non-absorbing 

design) and cases 2,3 (absorbing designs) in three dimensions: 

[52] 𝑐𝑖𝑛(0) =
𝜂

2𝐷
𝑅2 ∝ 𝑑1 case 1 

[53] 𝑐𝑖𝑛(0)~ {

𝜂

𝛼
∝ 𝑑0 𝑅 ≫ 𝜆

𝜂

2𝐷
𝑅2 ∝ 𝑑1 𝑅 ≪ 𝜆

       in cases 2,3 

We find that when signal decay is negligible (either case 1, or cases 2,3 when 𝑅 ≪ 𝜆) the 

concentration inside the cluster depend on cell density, as expected from a quorum-sensing 

system. In contrast, when signal decay is strong (e.g. high signal uptake rates in the absorbing 

quorum-sensing design), the balance between production and decay renders the concentration 

inside the cluster cell-density independent, as was predicted before for well-mixed conditions48. 

Out of the cluster, the signal concentration gradient for case 3, where signal decay occurs both 

within and outside the signal producing cluster, behaves as: 

[54] 𝑐𝑜𝑢𝑡(r) =
𝜂

𝐷𝑟
𝑅𝜆2 × 𝑒−

𝑟−𝑅

𝜆  
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The pre-factor is independent of the density, but the exponent decay length scale behaves as 𝑑−
1

2. 

For case 1, where signal does not decay, we find: 

[55] 𝑐𝑜𝑢𝑡(𝑟) =
𝜂

3𝐷
𝑅3 1

𝑟
∝ 𝑑1 

The system behaves like expected from a quorum-sensing system, with a signal proportional to 

the density in every position. 

Another interesting question is how cell density (𝑑) affects the minimal number of cells in a cluster 

(𝑁) and the minimal cluster size (𝑅) that is needed to obtain a certain signal concentration 

threshold in the middle of the cluster (𝑐𝑖𝑛(0)). We can use eqs. [52], [53] to estimate the required 

cluster size and total number of cells: 

For case 1, without signal decay, reaching a concentration 𝑐𝑡ℎ requires a cluster radius (𝑅𝑡ℎ) and 

a number of cells in cluster (𝑁𝑡ℎ): 

[56] 𝑐𝑖𝑛(0) = 𝑐𝑡ℎ → 𝑅𝑡ℎ = √
2𝐷𝑐𝑡ℎ

𝜂
∝ 𝑑−

1

2,   𝑁𝑡ℎ =
4𝜋

3
𝑅𝑡ℎ

3 𝑑 ∝ 𝑑−
1

2 

For the case 3, with decay in the entire community, reaching a saturated signal response 

𝑐𝑚𝑎𝑥 requires a cluster radius (𝑅𝑡ℎ) and a number of cells in the cluster (𝑁𝑡ℎ): 

[57] 𝑐𝑖𝑛(0) = 𝑐𝑚𝑎𝑥 → 𝑅𝑡ℎ ≅ λ ∝ 𝑑−
1

2,   𝑁𝑡ℎ =
4𝜋

3
𝑅𝑡ℎ

3 𝑑 ∝ 𝑑−
1

2 

Therefore, as the density of cells increases, the minimal size of the cluster (𝑅𝑡ℎ) and the number 

of cells in this cluster (𝑁𝑡ℎ) needed to obtain a given signal concentration (or the maximum signal 

concentration, as determined for case 3) decrease by a factor of square root of the density 

irrespective if there is signal decay or not (case 1 or 3). 

We note that for a two-dimensional cylindrical symmetry in the presence of signal decay (case 3) 

the minimal number of cells needed to obtain a given signal concentration in a cluster with radius 

𝑅𝑡ℎ behaves differently: 

[58] 𝑅𝑡ℎ = 𝜆 ∝ 𝑑−
1

2, 𝑁𝑡ℎ = 𝜋𝑅𝑡ℎ
2 × n ∝ 𝑑0 
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That is, the minimal number of cells which lead to maximal concentration is constant and 

independent of the density. 

2.3 Numerical analysis of signal gradient properties in microfluidics chambers 

The microfluidic chamber we use to experimentally study signal propagation are 100𝜇𝑚 × 60𝜇𝑚 

(chamber width x chamber height, see Supplementary Fig. 5c) with one of the long sides open to 

the flow channel and the other three sides being closed. To a good approximation, we can assume 

this sets a sink boundary condition (i.e, 𝑐 = 0) on the open side and a closed boundary condition 

(𝑛 ∙ ∇𝑐 = 0) on the other three sides. For the numeric analysis of signal propagation in the 

chamber, we assume that the chamber dimension are 𝐿1 × 𝐿2, where 𝐿1 is the chamber width 

and 𝐿2 the height (Supplementary Fig. 5c). For simplicity, the chambers examined in 

Supplementary Fig. 5 are twice as wide (𝐿1 = 100𝜇𝑚) than high (𝐿2 = 50𝜇𝑚). We assume that 

the quorum-sensing cells occupy one side of the chamber with size 𝑤 × 𝐿2. We also assume that 

the signal decays in the entire chamber, like for the absorbing quorum-sensing systems examined 

in the main text (case 3 discussed above) with a decay length-scale, 𝜆. The equations guiding the 

steady-state distribution of the signal are: 

[59] 0 = ∇2c +
𝜂

𝐷
− λ2c Within the region of signal producers 

[60] 0 = ∇2c − λ2c   Outside the region of signal producers 

[61] 𝑛 ∙ ∇𝑐 Over the closed sides 

[62] 𝑐 = 0 on the channel side. 

Note that with no loss of generality, we can normalize concentration with 
𝜂

𝐷
= 1. We can also 

normalize all lengths to the chamber width (𝐿1), but will not do it, as we wish to demonstrate the 

actual length-scales obtained for a chamber of size 100𝜇𝑚. 

We use the Matlab Partial Differentiation Equation Toolbox to calculate the distribution of the 

signal concentration. Supplementary Fig. 5e shows a solution for the 2D distribution of the signal 

for the cases where 𝜆 = 5𝜇𝑚, 15𝜇𝑚, 100𝜇𝑚. The corresponding profiles at the internal most side 

of the chamber (along the 𝐿1 side opposite to the main channel) are shown on a logarithmic axis 

in Supplementary Fig. 5d (left panel). We define the effective length-scale of the signal 
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concentration gradient (i.e. communication range) as the minimal value of 𝜆𝑒𝑓𝑓 = − (
𝑑𝑙𝑜𝑔𝑐

𝑑𝑥
)

−1

 

along the back of the chamber. Supplementary Fig. 5d (middle panel) shows the effective length-

scale 𝜆𝑒𝑓𝑓 (i.e. communication range) as a function of the decay length-scale, 𝜆. We find that for 

small 𝜆 the two are equal, but when 𝜆 ≳ 30𝜇𝑚, 𝜆𝑒𝑓𝑓 saturates at a value of ~40𝜇𝑚. We also 

show that the saturation level depends on the height of the chamber: saturation in 𝜆𝑒𝑓𝑓 occurs 

for higher decay length-scales (𝜆) in larger chambers. 

Finally, Supplementary Fig. 5d (right panel) shows the mean level of expression within the signal 

producing cell cluster as a function of the width of the cluster, for the length-scales 𝜆 =

5𝜇𝑚, 15𝜇𝑚, 100𝜇𝑚. These are compared to the expected concentration profile of a 1D system 

with degradation given by an appropriately normalized graph of eq. [45]. As can be seen, the 

concentration profile within the chamber fits well with the 1D model expectations for shorter 

decay length-scales, but not for the longer decay length-scales. 

2.4 Absorbing systems and the averaging distance of neighbor frequency 

As argued in the main text, the mobile-element associated systems are measuring the average 

number of neighbors producing the signal over a range which is related to the decay length-scale 

of the absorbing system. Here we provide the expression for this averaging term. We assume that 

cells are populating an area with a constant density 𝑑𝑐, but that the frequency of the signal 

producers varies in space, 𝑓𝑝(𝑟). The concentration of signal in every position can be calculated 

from the Green function of an infinitesimal producer: 

[63] 𝐺(𝑟′; 𝑟) =
𝜂𝑓(𝑟)

4π𝐷(𝑟′−𝑟)
𝑒−

𝑟′−𝑟

𝜆 𝑑𝑉; 𝜆 = √
𝐷

𝛼𝑑𝑐
 

The concentration at a given position 𝑟 is therefore: 

[64] 𝑐(𝑟) = ∫ 𝐺(𝑟; 𝑟′)𝑑𝑉′ =
𝜂

4π𝐷
∫

𝑓(𝑟′)

(𝑟−𝑟′)
𝑒−

𝑟−𝑟′

𝜆 𝑑𝑉′ 

𝑐(𝑟) is therefore averaging the frequency of producer cells in the region of 𝑟 with a weight factor 

of 
1

(𝑟−𝑟′)
𝑒−

𝑟−𝑟′

𝜆 , which is exponentially decreasing with the distance from the measured position 

with a length-scale 𝜆. 
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