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SUMMARY

Class I phosphoinositide-3-kinases (PI3Ks) phos-
phorylate PIP2 at its 30 inositol position to generate
PIP3, a second messenger that influences signaling
cascades regulating cellular growth, survival, and
proliferation. Previous studies have suggested that
PI3Ka activation involves dislodging the p85a nSH2
domain from the p110a catalytic subunit by binding
activated receptor tyrosine kinases. We carried out
molecular dynamics simulations to determine,mech-
anistically and structurally, how PI3Ka conforma-
tions are influenced by physiological effectors and
the nSH2 domain. We demonstrate that changes in
protein dynamics mediated by allosteric regulation
significantly increase the population of catalytically
competent states without changing the enzyme
ground-state structure. Furthermore, we demon-
strate that modulation of active-site residue interac-
tions with enzyme substrates can reciprocally
influence nSH2 domain dynamics. Together, these
results suggest that dynamic allostery plays a role
in populating the catalytically competent conforma-
tion of PI3Ka, and provide a key platform for the
design of novel chemotherapeutic PI3Ka inhibitors.

INTRODUCTION

Phosphoinositide 3-kinase (PI3K) is a lipid kinase that modifies

phosphatidylinositol-4,5-bisphosphate (PIP2) phosphoinositide

by transferring the g-phosphate of ATP to the 30 position of the

PIP2 inositol ring, generating phosphatidylinositol-3,4,5-tri-

sphosphate (PIP3), a docking site for many downstream proteins

containing a pleckstrin homology domain (PH domain). These

proteins include AKT and PDK1, which broadly regulate cell pro-

liferation, survival, and cell death (Philp et al., 2001; Vogt et al.,

2007). In mammalian cells, three classes of PI3K (I, II, and II)

have been described on the basis of domain structure and sub-

strate preference (Engelman et al., 2006; Walker et al., 1999).

Within class I PI3Ks, there is a further subdivision into class IA
and IB on the basis of regulatory subunit (Vadas et al., 2011).

Three enzymes—PI3Ka, PI3Kb, and PI3Kd—belong to class IA.

Our studies are focused on PI3Ka, the isoform comprising a

p110a catalytic subunit and a p85a regulatory subunit. The

p110a subunit consists of five domains: an N-terminal adaptor

binding domain (ABD), which binds to the regulatory p85, a

Ras-binding domain (RBD), a C2 domain, a helical domain,

and a kinase domain (Huang et al., 2008). The C-terminal lobe

of the kinase domain contains the activation loop (residues

933–958) and the catalytic loop (residues 909–920), highly flex-

ible regions implicated in substrate binding and catalysis (Huang

et al., 2007; Miller et al., 2014; Pirola et al., 2001). The p85a sub-

unit consists of an Src-Homology 3 (SH3) domain, a domain with

homology to a guanosine triphosphatase-activating domain

(GAP), an nSH2 (N-terminal SH2 domain), iSH2 (inter-SH2

domain), and cSH2 (C-terminal SH2 domain). However, there

are currently no available structures containing all five domains

of the regulatory subunit. The full p110a and only the nSH2

and the iSH2 domains of p85a have been included in the most

complete structure of PI3K (hereafter called p110a/niSH2) (Man-

delker et al., 2009). Together, these two domains of p85a are

necessary and sufficient for PI3K heterodimerization and regula-

tion of catalytic activity (Dhand et al., 1994; Yu et al.,

1998a, 1998b).

Structural characterizations of PI3Ka suggest that several

interfacial contacts (salt bridges and hydrogen-bonding interac-

tions) between the p85a and p110a subunits are responsible for

inhibiting catalytic activity in the basal state (Mandelker et al.,

2009; Miled et al., 2007; Miller et al., 2014). Nonetheless,

PI3Ka has a low but detectable level of lipid kinase activity in

the absence of activation (Hon et al., 2012), indicating that cata-

lytically competent conformations in which catalytic residues are

proximal to the substrates can still occur in the ground state. In

response to cellular stimuli, the nSH2 domain (and possibly

also the cSH2 domain) of P85a binds phosphorylated tyrosine

(pY) residues found in the C-terminal region of activated receptor

protein kinases (RTKs) or their adaptor proteins; this leads to

alteration in the interfacial contacts between the PI3Ka subunits

and enhances the activation of p110a by 2- to 4-fold (Carson

et al., 2008; Hon et al., 2012; Nolte et al., 1996). Hydrogen/deute-

rium exchange experiments have been used to interrogate

PI3K activation dynamics upon binding of a cognate pY peptide

(a region of an activating protein containing the pY), aswell as the
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Figure 1. Distance Distribution of ATP PG to

di-C4 PIP2 O30

Histograms of distributions are shown for the WT

system containing the nSH2 domain (left) and the

system in which the nSH2 is absent (right). The

combined data of all replicates for each system is

presented.
dynamic effects of cancer-associated mutations in the catalytic

subunit (Burke et al., 2012). Intriguingly, these experiments

demonstrate that several oncogenic mutations (e.g., G106V,

N345K, E545K) increase fluctuations in domains far from the

mutation site, including the iSH2, ABD, C2, and helical domains,

and influence interdomain contacts in the iSH2-C2 interface

upon addition of a cognate pY peptide. This result suggests

that dynamic allostery (previously observed experimentally in

catabolite activator protein [CAP], PDZ domains, trp RNA-bind-

ing attenuation protein [TRAP], chromosomal zinc-regulated

repressor [CzrA], and peptidyl-prolyl cis-trans isomerase,

NIMA-interacting 1 [Pin1], among others) may be involved in

the activationmechanismof PI3K (Campitelli et al., 2018; Capde-

vila et al., 2017; Cooper and Dryden, 1984; Fuentes et al., 2004;

Malay et al., 2011; Popovych et al., 2006; Tsai et al., 2008; Wein-

kam et al., 2012). In previous work, we demonstrated using

computational methods that oncogenic mutations spatially

distant from the catalytic site of the enzyme can influence

nSH2 domain fluctuations and disrupt key intermolecular inter-

actions between the p85 and p110 subunits that inhibit catalytic

activity (Echeverria et al., 2015).

Recently, we determined that mutations in residues H917 of the

catalytic loop, H936 in the activation loop, and K776 in the phos-

phate-binding (P) loop of PI3K were found to have significant

effectsonbothsubstrate-bindingaffinityandcatalyticactivity, lead-

ing to the hypothesis that these residues are involved in catalysis

(Maheshwari et al., 2017). Based on the information obtained

from these kinetics studies, we proposed a catalytic mechanism

for PI3Ka (Maheshwari et al., 2017) whereby H936 acts as the cat-

alytic base, H917 accepts the O30 proton from the g-phosphate of

ATP, and K776 stabilizes the transition-state intermediate.

In the current work, we employed computational approaches to

determine how binding of a cognate pY peptide or removal of

the nSH2 domain increases the populations of catalytically

competent states of the enzyme and, more specifically, how the

conformational dynamics of PI3Ka influences the configuration

of residues of the activation loop of the kinase domain. To this

effect, we investigated three situations: (1) wild-type (WT)

p110a/niSH2, (2) the same without the nSH2, and (3) WT p110a/

niSH2 with bound cognate pY peptide (Nolte et al., 1996). We

determined that the nSH2 domain, widely accepted as an autoin-

hibitory regulator of PI3Ka activation, may also be involved in

mediating productive interactions of the ATP and PIP2 ligands

that are important for catalysis, in part through its modulation of

the activation-loop ensemble. Furthermore, we were able to

observe significant changes in the activation-loop dynamics as

well as a significant effect on large-scale motions of PI3Ka by
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binding cognate pY peptide. Together,

these observations shed new light on the in-

fluence of allosteric perturbations on the
activation mechanism of PI3Ka, and suggest that activation is a

consequence of dynamically altering the population of competent

conformations in the original ground-state ensemble. In this

context, binding of an allosteric regulator (or other allosteric

effects) results in a change in the conformational landscape of

the protein that enhances the population of functionally compe-

tent configurations. Traditionally, in the modified landscape, the

functionally competent conformation becomes the new ground

state. In the case of dynamic allostery, the population of the func-

tionally competent state increases by a small factor (e.g., 5–50),

which increases the representation of this state in the ensemble

distributionwithout significantly altering the population of the orig-

inal ground state. The identification of these conformations opens

new avenues for the design of PI3Ka-specific inhibitors.

RESULTS AND DISCUSSION

The nSH2 Domain Inhibits PI3Ka Activation and Alters
Activation-Loop Dynamics
Recent computational studies on PI3Ka have suggested that the

loss of nSH2 autoinhibition—the first step necessary for the

enzyme to achieve its catalytically competent conformation—is

a mechanistically enabling event that can be observed on the

timescale of current molecular simulations (Leontiadou et al.,

2018). In this work, we conducted three simulations of WT

PI3Ka in systems with and without the nSH2 domain (PI3Ka

DnSH2) (4.5 ms total sampling per system). Absence of nSH2 is

used tomodel the effect of nSH2 dislodgment from its interaction

with the p110a catalytic subunit of PI3Ka, an approach also

taken in a recent study (Zhang et al., 2019). To determine the in-

fluence of the absence of the nSH2 domain on interactions that

may lead to the catalytically competent state, we examined the

distribution of distances between the di-C4 PIP2 30 inositol

oxygen (O3) and the ATP g-phosphate (PG) substrate in six com-

binations (three replicates with the nSH2 versus three replicates

without). The trajectories with the nSH2 domain (WT-PI3Ka) con-

tained substrate-bound conformations in which the diC4-PIP2

O30-ATP PG distance was shifted toward closer proximity. The

combined results for all simulation replicates are shown in Fig-

ure 1. However, these proximal interactions were not coupled

to interactions of ATP or PIP2 with residues in the active site

that have been shown to be important for catalysis. Low-fre-

quency interactions of ATP and PIP2 with the active-site H917,

H936, and H940 residues were only observed in systems not

containing the nSH2 domain (Table 1). In one such snapshot

taken from a simulation without the nSH2 domain, the distance

between the ATP PG and diC4-PIP2 O30 was 4.9 Å, with the e2



Table 1. Interactions of ATP PG-diC4 PIP2 Complex with Putative

Catalytic Residues

Interaction

(Distance %5.0 Å)

Frequency in

Simulation

with nSH2

(%)

Interaction

(Distance %5.0 Å)

Frequency in

Simulation

without

nSH2 (%)

PG of ATP to

O3 of di-C4 PIP2

9.59 PG of ATP to

O3 of di-C4 PIP2

1.00

PG to O3 and

HZ1 of K776 to

O3 of di-C4 PIP2

6.43 PG to O3 and

NE2 of H940 to

O3 of di-C4 PIP2

0.10

PG to O3 and

HZ2 of K776 to

O3 of di-C4 PIP2

6.40 PG to O3 and

NE2 of H936 to

O3 of di-C4 PIP2

0.017

PG to O3 and

HZ3 of K776 to

O3 of di-C4 PIP2

6.30 PG to O3 and

NE2 of H917 to

O1G of ATP

0.006

The frequencies of interactions are tabulated for the systems in which the

nSH2 is present (left) versus absent (right).
nitrogen of the putative catalytic His 936 only 4.1 Å away from the

diC4-PIP2 O30 (Figure 2). In a second snapshot obtained from the

same simulation, the distance between the ATP PG and diC4-

PIP2 O30 was only 3.6 Å. In this case, His940 in the activation

loop is positioned favorably to be the putative catalytic base,

with its Ne2 nitrogen located only 3.4 Å away from the diC4-

PIP2 O30 (Figure 3). These observations suggest that the

absence of the nSH2 domain may be a prerequisite to the

existence of catalytically competent states, despite reducing

the frequency of ATP PG-diC4 PIP2 interactions that might

appear catalytically significant. That is, binding of substrates

takes place in the nSH2-inhibited configuration (Figure 1 and

Table 1), but release of the nSH2 is needed for gaining significant

access to the catalytically competent form (Figures 2 and 3). This

implies that loop conformations compatible with catalysis arise

through dynamic sampling resulting from nSH2 domain removal.

Our results illustrate that that the population enhancement of

catalytically competent conformations arising from nSH2

removal is sufficient to permit their observation on the limited

timescales of our molecular dynamics (MD) simulations.

Using the same six simulations (three for WT PI3Ka and three

for PI3Ka DnSH2), the influence of the presence of the nSH2

domain on activation-loop dynamics was investigated. Analysis

of the data shows that the absence of the nSH2 domain causes

the conformational variability of the activation loop to diminish,

as evidenced by reduced backbone root-mean-square fluctua-

tions (RMSFs) (Figure 4). This result has an important implication:

it suggests that the conformational ensemble of the activation

loop is converging toward a population of states compatible

with catalysis, through a process of conformational selection re-

sulting from the absence of the nSH2 domain. To fully explore the

differences in the conformational ensemble of the activation-

loop residues in the absence and presence of the nSH2 domain,

we performed clustering using the Gromos algorithm. The center

of each cluster is used as a representative conformation. The

presence of the nSH2 domain directly influences the conforma-

tional states sampled by the activation-loop residues in the

active site (Figure 5), suggesting that disruption of the interac-
tions of the nSH2 domain with the catalytic subunit allosterically

activate PI3Ka not by shifting the enzyme to a new ground state,

but instead by changing the dynamics of the activation loop.

nSH2 Domain Allosterically Perturbs p110a Subunit
Dynamics
The presence or absence of the nSH2 domain significantly influ-

ences the network of dynamic residue interactions that mediate

correlated motions in the catalytic domain of the protein. For

example, the presence of the nSH2 domain mediates dynamic

protein-substrate interactions in configurations that are not cata-

lytically competent, while in the absence of nSH2, although the

protein-substrate interactions are less frequent, they do adopt

catalytically competent configurations. To determine which resi-

dues appear to be important in mediating these interactions in

the absence and in the presence of the nSH2 domain, we used a

network analysis approach. This approach treats the protein as a

graph, with each residue of the protein represented by a node

and contacts between nodes represented by lines. Lines are

only drawn between nodes whose heavy atoms satisfy a certain

distance cutoff during the trajectory. In this work, we used Ca

atoms as nodes in the network representation, and considered

two nodes as interacting when the heavy atoms of their corre-

sponding residueswerewithin a cutoff distanceof 4.5 Å for at least

75% of the trajectory. Interactions between nodes that are adja-

cent in sequence were ignored. The distance between two nodes

j and k is given by � logð��Cjk

�
�Þ, the negative log of the element of

the covariance matrix that describes the cross-correlation

between the fluctuations of the Ca atoms representing j and k,

as obtained from MD simulations. The shortest path that can be

drawnbetween twonodes isapathwhere thesumof thedistances

between the nodes is aminimum, and is determined by the Floyd-

Warshall algorithm (Floyd, 1962). We use a particular network

metric, known as ‘‘node betweenness’’ (Tse and Verkhivker,

2015) (for a detailed definition, see STAR Methods), which quan-

tifies the involvement of specific residues in mediating correlated

motions in the protein, with a higher value signifying that a residue

is present more frequently on the shortest paths connecting resi-

due pairs. When comparing the WT PI3Ka with PI3Ka DnSH2, a

shift in the involvement of residues of the C2 domain (between

325 and 493) and of the ABD (between 24 and 109) was observed,

togetherwith a change in the involvement of residues in the helical

and kinase domains (525–804) of the DnSH2 simulation. The shift

involves C2 domain residues that are in close proximity to the he-

lical domain (424–493 region), thehelical domain itself (525–684re-

gion), and theN-terminal residues of the kinase domain (744–804),

as well as ABD residues that interface with both the kinase and

iSH2 domains (64–104) in the PI3Ka DnSH2 (Figure 6). These

changes in the involvement of residues in connecting multiple

domains of the protein support the concept that allosteric activa-

tion of PI3Ka (Echeverria et al., 2015) is affected by changes in

protein dynamics that result in allosteric communication among

distant regions of the protein in a way that can increase the

population of kinetically competent states.

Cognate pY Peptide Binding Affects PI3Ka Dynamics,
and in Particular that of the Activation Loop
Simulations containing the cognate pY peptide bound to the nSH2,

compared with simulations without a peptide bound, show
Structure 28, 465–474, April 7, 2020 467



Figure 2. Putative Active Conformation of PI3Ka Obtained from

Molecular Simulation

A conformation from the simulation in which the nSH2 domain was absent is

shown. Distances between the ATP PG, di-C4 PIP2, and other important

active-site residues are labeled. The Ne H936 is only 4.1 Å away from the diC4

PIP2 O3. Mg2+ ions are represented by gray spheres.
decreases in the backbone fluctuations of residues in the activation

loop (Figure 7). The change in dynamics is also reflected in the

average solvent-accessible surface area (SASA) of activation-

loop residues when the cognate pY peptide is bound versus

when it is absent. In multiple replicate simulations, binding of the

cognate pY peptide occludes activation-loop residues 940–954

compared with their positions in the unbound WT PI3Ka

(Figure S1).

Clustering analysis was performed using the Gromos

algorithm (2.5 Å cutoff) to precisely characterize the conforma-

tions of the activation loop when the cognate pY peptide is
Figure 3. Putative Active Conformation of PI3Ka Obtained fromMo-

lecular Simulation

A conformation from the simulation in which the nSH2 domain was absent is

shown. Distances between the ATP PG, di-C4 PIP2, and other important

active-site residues are labeled. The Ne of H940 is only 3.4 Å away from the

diC4 PIP2 O3. Mg2+ ions are represented by gray spheres.
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bound. In two independent replicate simulations, the conforma-

tion of the activation loop was found to differ from the WT simu-

lation replicates, but strikingly adopted a conformation similar to

that of the simulations in which the nSH2 domain was removed

(Figure 8). It may be argued that the similarity of behavior of

the dynamics of PI3Kawithout the nSH2 and that with the bound

cognate pY peptide is an artifact caused by both simulations

exploring similar trajectories. We investigated whether the two

trajectories were similar by combining the frames of both trajec-

tories into one set (using p110 backbone atom coordinates),

generating the covariance matrix of the displacements of the x,

y, and z coordinates of the backbone atoms with respect to a

reference structure, determining the principal components of

the matrix, and projecting the displacements of each frame

onto the first two principal components (PC1 and PC2). This

procedure has been documented in previous work to address

questions about the sampling of conformational space from an

ensemble of observed structures (Bakan and Bahar, 2011).

The result of our analysis is a graph in which each frame is

represented by a point in the PC1/PC2 plane (Figure S2). The

figure shows that the frames from the PI3Ka DnSH2 trajectory

(153,000 blue dots) and those from the PI3Ka with bound

cognate pY peptide (153,000 red dots) occupy different regions

of the PC1/PC2 space, indicating that the simulations did not

sample similar trajectories.

The correlated motions between the nSH2 domain and the

residues of the activation loop indicate that binding of the

cognate pY peptide to the nSH2 domain is directly coupled to

changes in activation-loop motions: it increases the degree of

correlation between these regions (Figure 9). When activation-

loop distance restraints and binding of the cognate pY peptide

are used simultaneously in the simulation, the nSH2 domain

dynamics are seen to be directly perturbed: the correlated mo-

tions of multiple regions in this domain change relative to their

motions during cognate pY peptide binding in the absence of

active-site restraints (Figure S3). These results indicate that

binding of physiological effectors to PI3Ka causes activation of

the enzyme through an allosteric effect on the dynamics of the

residues that surround the catalytic site: they sample a larger

fraction of catalytically competent configurations.

Binding of a cognate pY peptide to PI3Ka also produces

noticeable effects on more global aspects of the protein

dynamics. We performed principal component analysis on a

system containing a cognate pY peptide, visualizing the first

two modes using ‘‘porcupine plots’’ in which arrows drawn

from the Ca atom of each residue represent the magnitude

and direction of the eigenvector component corresponding to

that Ca. For example, when comparing the first mode for the first

replicates of the WT PI3Ka system without the cognate pY pep-

tide and the system containing the peptide, we observe that the

bound cognate pY peptide system favors a ‘‘clamping’’ motion

between the kinase and nSH2 that is not evident in the absence

of the cognate pY peptide (Figure S4A). The second principal

component also suggests changes in the motion of the helical

domain in the presence of the cognate pY peptide that are not

evident in the system without the peptide (Figure S4B). When

active-site distance restraints are added to the system with the

cognate pY peptide, significant differences in the helical domain

are observed in the first modes, especially in the nSH2 and



Figure 4. Comparison of Activation-Loop Root-Mean-Square

Fluctuation Profiles

The backbone root-mean-square fluctuation (RMSF) was computed for the

WT PI3Ka system, and the system without nSH2 (PI3Ka DnSH2). Data from all

replicate simulations are shown.
kinase domains (Figure S5A), again suggesting that the

dynamics of these domains are directly linked. The second

mode is largely similar between the two systems (Figure S5B),

with small changes seen in the motion of the kinase domain in

the system containing the cognate pY peptide. A summary of

the percentage of the variance explained by each of the first

five principal components for the WT, WT + pY peptide, and
Figure 5. Clustering Analysis of Activation-Loop Conformations in PI3

Molecular simulation data from theWT PI3Ka system (A, three replicates) and the

using the Gromos algorithm. The conformations of the activation loop (residues
WT + pY peptide + restraint simulations is shown in Table S2.

Our results illustrate that perturbations due to cognate pY

peptide binding are manifested in the global dynamics and

coupled motions of domains in spatially distinct regions of the

protein, in addition to altering the activation-loop ensemble.

Summary and Conclusions
It has been shown that even though the iSH2 domain is sufficient

for stabilizing the p110a subunit (Yu et al., 1998a), the nSH2

domain is necessary for regulation of the kinase activity: in the

absence of the nSH2, the enzyme shows constitutive activity

similar to that observed in the presence of the cognate pY

peptide. We have examined the effects of nSH2 domain removal

and cognate pY peptide binding on the dynamics of PI3Ka, with

a particular interest in determining how these changes influence

the active site of the protein, especially the conformational

ensemble of the activation loop. Prior experimental work showed

that binding of a cognate pY peptide results in a 2- to 4-fold acti-

vation of PI3K, while removal of the nSH2 domain can result in

more than 10-fold activation (Carpenter et al., 1993; Carson

et al., 2008; Hon et al., 2012). An alignment of p110a/p85a

niSH2 structures to p110a/p85a iSH2 structures provides

some mechanistic insight: in structures without the nSH2

domain, a clockwise rotation of the p110a subunit about the

p85 iSH2 coiled-coil axis is observed, with significant displace-

ments of the C-terminal lobe of the kinase domain and the helical

domain (Hon et al., 2012). This suggests that the loss of nSH2

allosterically modulates the conformation of the p110a catalytic

subunit in a way that may facilitate catalysis. Indeed, we find that
Ka

system in which the nSH2 domain is absent (B, three replicates) were clustered

935–958) were clustered with a cutoff of 2.5 Å.

Structure 28, 465–474, April 7, 2020 469



Figure 6. Normalized Node Betweenness

Comparison of PI3Ka Systems

(A) Structural representation of domains (in red)

exhibiting altered node betweenness. The location

of the cell membrane is indicated by the blue dotted

line.

(B) The node betweenness profile is shown for a

replicate ofWT PI3Ka (top) and of the PI3Ka DnSH2.

The vertical red line indicates the end of the p110a

domain.
removal of the nSH2 domain influences the conformational

ensemble of the activation loop and increases the frequency of

interactions of the ATP and lipid substrates. In the case of

cognate pY peptide binding, hydrogen-deuterium exchange

(HDX) experiments were revealing: peptide binding, in addition

to disrupting interactions of the nSH2 domain with the C2 and

helical domains, also influences the linker residues between

the ABD and RBD domains and residues at the C2-iSH2 inter-

face (Burke et al., 2012). These large changes may reflect a

change in the conformational landscape in a way that allows

new conformations to be accessed. At the same time, the

nSH2 domain itself undergoes very little structural alteration

when bound to a cognate pY peptide: there is less than a

0.3-Å backbone RMS difference between the ligand-bound

and apo conformations (Nolte et al., 1996). Together, these ob-

servations strongly suggest that cognate pY peptide binding to

the p85 domain influences the activation of the enzyme primarily

through changes in the dynamics of domains distant from the

peptide-binding site. The simulations suggest that cognate pY

peptide binding causes significant changes to the dynamic

motions of the nSH2, kinase and helical domains while simulta-

neously altering activation-loop fluctuations and solvent acces-

sibility, indicating that the active site must shift toward a more
470 Structure 28, 465–474, April 7, 2020
solvent-occluded (hydrophobic) environ-

ment to facilitate lipid phosphoryl transfer.

In earlier work, we proposed that allo-

steric changes resulting from p85a nSH2

displacement from the p110a subunit

shifts the conformational ensemble of the

kinase domain in a way that increases the

population of the active conformation

(Echeverria et al., 2015). Here, we report

simulations that show evidence of such a

change in model systems that mimic

nSH2 displacement, in agreement with

the mechanism proposed by our group

based on kinetics measurements (Ma-

heshwari et al., 2017). The conformations

of the activation loop that are accessed

by the increased dynamics involve resi-

dues that are important in catalysis,

including active-site residue H940. In two

catalytically competent structures (Figures

2 and 3), there is disruption of a previously

observed iSH2-kinase domain interface,

involving a hydrophobic stacking interac-

tion between L598 (p85) and F945 (p110)
and a hydrogen-bonding interaction between Q591 (p85) and

K948 (p110) (Miller et al., 2014). We had proposed that the loss

of this interface results in the release of an inhibitory interaction,

which would further weaken the inhibition of kinase activity by

the p85 domain (Miller et al., 2014). According to earlier literature,

deletions or truncations in this region of p85 can result in enzyme

activation by disrupting the iSH2-C2 interface (Wu et al., 2009).

Furthermore, we found that the activation loops in these two

structures (accounted for in the conformational ensemble of

the first replicate simulationwithout the nSH2domain [Figure 5B])

share striking similarity to activation-loop cluster conformations

obtained from the simulations containing bound cognate pY

peptide, with residues 935–946 adopting a similar orientation.

We observe that the removal of the nSH2 domain or binding of

cognate pY peptide (without restraints applied at the active

site) result in similar conformational ensembles of the kinase

domain activation loop (Figure 8), implying that both these per-

turbations, which are known to result in enzyme activation,

may be allosterically influencing the dynamics of the active site

toward a population of states that are competent for catalysis.

Our proposed mechanism differs from that of Zhang et al.

(2019), who recently proposed a mechanism of PI3Ka activation

that consists of a significant conformational change in its



Figure 7. RMSF of the PI3Ka Activation Loop

The backbone RMSF is shown for activation-loop residues in systems where

the cognate pY peptide was included (black) versus where it was absent (red).

Data from all replicate simulations are shown.
ground-state structure involving the C2, kinase, and helical

domains. Upon dissociation of the nSH2 domain, they observed

movement of the kinase domain relative to the C2 domain and

suggest that the surface of the kinase domain becomes acces-

sible to membrane interaction due to loss of interactions with

the iSH2. It is worth pointing out that no such structure was

observed experimentally, even when the nSH2 domain was

absent. Furthermore, they posit that nSH2 domain dissociation

causes a ‘‘structural rearrangement’’ in the residues of the

activation loop that brings the PIP2 in proximity for catalysis.

Here, we provide evidence for a change in the conformational
Figure 8. Clustering Analysis of Activation-Loop Conformations in PI3

Molecular simulation data from the PI3Ka system without the nSH2 domain (thre

replicates, bottom) were clustered using the Gromos algorithm.
state of the activation-loop residues and propose that their effect

is allosteric, is population-based, and influences the chemistry of

catalysis rather than the movement of the PIP2 lipid. In the

simulations containing cognate pY peptide, only K776 in the

active-site P loop was found to interact with the O30 oxygen of

the substrate, di-C4 PIP2, at low frequency, while none of the

other activation or catalytic loop residues were observed in close

proximity to the lipid substrate.

In this study, we have demonstrated nSH2 domain removal

or cognate pY peptide binding allosterically alter the confor-

mational ensemble of the activation loop, shifting the relative

populations toward an increased proportion of catalytically

competent states. Our findings show that contributions from

multiple domains, and dynamic fluctuations of residues in

spatially distant regions of the protein, effect this population

shift. The identification of such contributions provides new

insight into the regulation of large, multi-subunit protein com-

plexes by motions that are not manifested as a change in the

overall conformation of the ground state of the protein. In

addition, the identification of new, albeit transient, structures

provides novel targets for the design and discovery of new

inhibitors.
STAR+METHODS

Detailed methods are provided in the online version of this paper

and include the following:

d KEY RESOURCES TABLE

d LEAD CONTACT AND MATERIALS AVAILABILITY
Ka

e replic
B Materials Availability Statement
ates, top) and system in which phosphotyrosine peptide is bound (two

Structure 28, 465–474, April 7, 2020 471



Figure 9. Dynamic Cross-Correlation Matrices of PI3Ka Domains

Correlated motions were examined between the nSH2 domain (residues 322–430 of p85, x axis) and the catalytic residues of the kinase domain (residues

909–958 in p110, y axis) for a system containing the cognate pY peptide (top) and a system without the peptide (bottom). See also Figure S3.

472
d METHOD DETAILS

B Structures

B MD Simulations

B Histogram Analysis

B Dynamic Cross Correlation Maps

B Network Analysis

B Node Betweenness

B Clustering Analysis

B RMSF and SASA Calculations

B Porcupine Plots

B Projection of Individual Frames onto Principal Compo-

nents (PCs)

d QUANTIFICATION AND STATISTICAL ANALYSIS

d DATA AND CODE AVAILABILITY
SUPPLEMENTAL INFORMATION

Supplemental Information can be found online at https://doi.org/10.1016/j.str.

2020.01.010.

ACKNOWLEDGMENTS

We thank Dr. Yunlong Liu for helpful discussions. We acknowledge the use of

the computational resources and scientific computing services at the Mary-
Structure 28, 465–474, April 7, 2020
land Advanced Research Computing Center. This research was funded in

part by the US Department of Defense, DOD CDMRP BC151831 (S.B.G.).
AUTHOR CONTRIBUTIONS

M.C., Conceptualization, Methodology, Software, Validation, Formal Analysis,

Investigation, Writing – Original Draft, Visualization. S.B.G., Conceptualization,

Writing – Review & Editing. L.M.A., Conceptualization, Methodology, Valida-

tion, Resources, Writing – Review & Editing, Visualization, Supervision, Project

Administration, Funding Acquisition.
DECLARATION OF INTERESTS

The authors declare no competing interests.

Received: July 26, 2019

Revised: October 21, 2019

Accepted: January 16, 2020

Published: February 10, 2020

REFERENCES

Abraham, M.J., Murtola, T., Schulz, R., Páll, S., Smith, J.C., Hess, B., and
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Amzel (mamzel@jhmi.edu).

Materials Availability Statement
This study did not generate new unique reagents.

METHOD DETAILS

Structures
Careful consideration was given to the choice of starting structures for our simulations. For the simulations of PI3Ka p110-niSH2

(p110a residues 4 – 1062 and p85a residues 326 – 579, hereafter referred to as WT), PDB ID 3HHM (Mandelker et al., 2009) was

used for the starting coordinates. The H1047R mutation in that structure was reverted to wild-type, and missing loop residues

were rebuilt, using the loop modeling tool of Modeller (�Sali and Blundell, 1993). To place the phosphatidylinositol 4,5-bis-phosphate

diC4 (di-C4 PIP2), the resulting structure was aligned to PDB ID 4OVV (Miller et al., 2014). The ATPmolecule and the Mg2+ ions in the

active site were positioned by subsequent alignment to PDB ID 1e8x (Walker et al., 2000) (a structure of PI3Kg). The coordinating

Mg2+ ions were placed at the positions of the Lu3+ ions in PDB ID 1E8X. Similarly, for the simulations of PI3Ka p110-iSH2 (p110a

residues 4 – 1062 and p85a residues 448 – 598, hereafter referred to as DnSH2), PDB ID 4A55 (Hon et al., 2012) was used for the

starting coordinates, the di-C4 PIP2 was positioned by alignment to PDB ID 4OVV, and the ATP and Mg2+ ions were placed by

alignment of the resulting structure to PDB ID 1E8X. The sequence of the p110 subunit of PDB ID 4A55, which derives from a murine

model, was reverted to the human sequence during the model building process. Binding of a cognate pY peptide to PI3Ka was

modelled using an available crystal structure of an activating peptide bound to the nSH2 domain of the p85a subunit (PDB ID:

2IUH) (Nolte et al., 1996). The peptide (TNE-pY-MDMK) is derived from CD117, a type of RTK (Nolte et al., 1996). The structure

(PDB ID: 2IUH) was aligned to the p85a nSH2 domain of wild-type PI3Ka (PDB ID: 4OVV) and initial clashes were resolved through

slight perturbations of the nSH2 position with respect to the helical domain; subsequent energy minimization and equilibration were

performed for production runs.

MD Simulations
The CHARMM36 force field (July 2017 revision) was used for all systems (Huang et al., 2017), and simulations were performed with

Gromacs 2016.4 (Abraham et al., 2015). Parameters for non-protein components were obtained as follows. The ATP ligand param-

eters are directly available in CHARMM36. For di-C4 PIP2, the coordinates were first converted into ‘mol2’ format using OpenBabel

(O’Boyle et al., 2011) and hydrogen atoms were added using the PRODRG server (Sch€uttelkopf and van Aalten, 2004), followed by

parameterization using the CGenFF forcefield (Vanommeslaeghe et al., 2009). The TIP3P water model was used for the solvent.

Simulations of wild-type PI3Ka including the nSH2 domain had �232,400 atoms and were performed in a rhombic dodecahedron

box with a distance of 12 Å between the solute and the box. Simulations of wild-type PI3Ka with the nSH2 domain removed had

�242,800 atoms and the same aforementioned box specifications. The systems containing the cognate pY peptide had
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�233,230 atoms and the same box specifications. All simulations were performed with a salt concentration of 0.15 M NaCl. In

simulations performed with distance restraints, restraints were applied using a harmonic potential between NE2 of H936 and O3’

of diC4-PIP2, NE2 of H917 and O3G of ATP, NE2 of H917 and O41 of diC4-PIP2, and PG of ATP and O3’ of diC4-PIP2. All restraints

were set to a distance of 0.35 nm and a force constant of 836.8 kJ/ (mol $ nm2). In all simulations, the temperature was maintained at

310 K using V-rescale, a temperature coupling algorithm using velocity rescaling with a stochastic term, with a time constant of 0.1

ps. The pressure was isotropically maintained at 1 atm using the Parrinello-Rahman barostat with a time constant of 2 ps and a

compressibility of 4.5 3 10-5 bar-1. Long-range electrostatic interactions were modeled using Smooth Particle Mesh Ewald

(SPME) electrostatics, and non-bonded interactions weremodeled with the Verlet cutoff scheme. The cutoff distance for short-range

electrostatic and van der Waals interactions was set to 1.4 nm. A timestep of 2 fs was used, with atomic coordinates saved every 10

ps, and bonds containing hydrogen atoms were constrained using the LINCS algorithm (Hess et al., 1997). Before all simulations,

structures were energy minimized with the steepest descent algorithm, with an initial step size of 0.01 nm and a tolerance of

10 kJ/mol $ nm. Positional restraints were enforced during NVT and NPT equilibration for 2 ns each, followed by unbiased MD

simulations. A summary of the simulations described here is available in Supplemental Information, Table 1.

Histogram Analysis
A time-series of distances between ATP PG and the O3’ of di-C4 PIP2 was generated using Gromacs 2016.4 tools (distancemodule).

Distances were divided into forty-eight bins, with the frequency in each bin normalized such that the sum of all bin frequencies added

up to one. Plotting was performed using Matplotlib (Hunter, 2007), using the matplotlib.pyplot.hist function (where

matplotlib.pyplot was imported as plt) in an interactive Python notebook. According to the information provided in this

function, the frequency is normalized by dividing the bin count by the number of observations times the bin width, instead of dividing

by the total number of observations. The following command was used to generate the histograms:

n, bins, patches = plt.hist(distances, 48, density=True, facecolor=’blue’, edgecolor=’black’, alpha=0.75)

where distances is an array of aggregate timeseries data.

Dynamic Cross Correlation Maps
Gromacs trajectories were first converted into the binary ‘dcd’ file format using the mdconvert script in MDTraj (McGibbon et al.,

2015). The Ca atoms of the protein were selected as input to the EDA module of ProDy (Bakan et al., 2011) and used to generate

a matrix of cross-correlation values. The syntax used for generating the cross-correlation matrix was as follows:

prody eda md_noPBC.dcd –pdb origin.pdb -s "protein and chain A and name CA" -r

where md_noPBC.dcd is the name of the file converted into ‘dcd’ format and origin.pdb is the reference PDB file for the

trajectory. The resulting cross-correlation file was plotted with the R Statistical Computing package (R Core Team, 2018) using

the lattice library (Sarkar, 2008). The following commands were performed in the R terminal to obtain the Dynamic Cross Correlation

Maps:

> x <- scan("md_noPBC_p110_pca_cross-correlations.txt")

> x <- matrix(x,sqrt(length(x)))

> library(lattice)

> library(bio3d)

> levelplot(x[1:ncol(x),1:ncol(x)], region = TRUE, labels=FALSE, col.regions = bwr.colors(2000),

at=c(-1, -0.9, -0.8, -0.7, -0.6, -0.5, -0.4, -0.3, -0.2, -0.1, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1),

xlab="Residue No.", ylab="Residue No.",

main="Dynamic Cross Correlation Matrix")
Network Analysis
A ‘psf’ file in Visual Molecular Dynamics (VMD, (Humphrey et al., 1996)) X-PLOR format was generated from a PDB file of the PI3Ka

system. First, the PDB file was processed so that HIS residues were assigned to one of the HSD (neutral histidine, proton on ND1),

HSE (neutral histidine, proton on ND2), or HSP (protonated histidine) forms according to their protonation state. This file was split into

the two chains, and all hydrogen atoms were removed. Next, in VMD, a series of Tcl commands (Data S1) were issued inside the Tcl

console. Using the generated psf file and the DCD file generated from mdconvert (see Dynamic Cross Correlation Maps section

above), a file specifying the configuration, network.config, was created, as described in the VMDDynamical Network Analysis tutorial

(Eargle et al., 2012). (For the parameters used see Supplemental Information, Data S2) In the following step, pairwise cross-corre-

lations were generated in VMD by running networkSetup network.config in the VMD console. The resulting contact.corr file was

processed using R and the Bio3D module (Grant et al., 2006) after removing the header line (Data S3).
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Node Betweenness
‘‘Node betweenness’’ (Tse and Verkhivker, 2015) is a specific network metric that quantifies the involvement of residues in mediating

correlated motions within the protein. This metric is defined asCbðniÞ= 1
ðN�1ÞðN�2Þ

PN

j<k
jsisk

gjkðiÞ
gjk

, a normalized sum over the fraction of

shortest paths between all pairs of residues that pass through a node. Here, gjk is the number of shortest paths between nodes j and k,

gjk(i) is the number of shortest paths between nodes j and k that pass through node ni, and N is the total number of nodes. The path

length between any two nodes j and k is given by � logð��Cjk

�
�Þ, the negative log of the cross-correlation between the nodes.

Clustering Analysis
Clustering was performed with the Gromacs 2016.4 tools (cluster module), which creates clusters by finding neighboring structures

within an RMSD cutoff between trajectory frames. Specifically, we used the Gromos algorithm with a cutoff of 2.5 Å. This algorithm

counts the number of neighboring structures for a given trajectory frame based on the RMSD cutoff, takes the structure with the

largest number of neighbors with all of its neighbors as a cluster, and eliminates it from the cluster pool, repeating the procedure

for all remaining clusters. Frames were selected every 80 ps. Structures were visualized in PyMOL (Delano, 2002).

RMSF and SASA Calculations
RMSF and SASA profiles were computed using Gromacs 2016.4 tools (rmsf and sasamodules, respectively). The specific command

line arguments used were as follows:

RMSF: gmx rmsf -f md_noskip.xtc -s pi3k_WT_equil_ref.gro -n index.ndx -res -fit -dir

SASA: gmx sasa -f md_noskip.xtc -s pi3k_WT_equil_ref.gro -n index.ndx -o area.xvg -or resarea.xvg -surface -output < sele.txt

where md_noskip.xtc refers to the concatenated MD trajectory with all frames present, and pi3k_WT_equil_ref.gro is a

Gromacs coordinate file of the reference protein structure.

For the SASA calculations, the default probe size of 1.4 Å was used, as well as the default number of dots per sphere (24), and as

such these parameters were not specified in the command line. The file sele.txt contained selections for the -surface and

-output flags, which were the protein itself and the SASA calculations for several user-specific index entries. The results from

the output file area.xvg were then used to plot the average solvent-accessible surface area on a per-residue basis.

Porcupine Plots
Files for the eigenvalues and eigenvectors (eigenval.xvg and eigenvec.trr) based on the computed covariance matrix were

generated using the covarmodule of Gromacs 2016.4. These were provided as inputs to the anaeigmodule of Gromacs, and used to

generate *.pdb files for the first and second eigenvectors. The structures were visualized in an interactive Python notebook using the

mdtraj and nglview (Nguyen et al., 2018) modules.

Projection of Individual Frames onto Principal Components (PCs)
The PI3Ka DnSH2 trajectory (153,000 frames; one frame every 10 ps) and the trajectory of the PI3Kawith cognate pY peptide bound

(153,000 frames; one frame every 10 ps) were concatenated into a single trajectory file that included only the x, y, and z coordinates of

the common backbone atoms (N, Ca, C) of the residues of the p110 subunit. Backbone trajectories of the p110 subunit for the

different systems were obtained using the trjconv module of Gromacs 2016.4. The two trajectories were concatenated and super-

imposed onto a common reference frame using the Pythonmdtrajmodule. Using the equilibrated structure of the first frame from the

PI3Ka DnSH2 trajectory as a reference, the displacements of the 306,000 sets of coordinates (DRs
ij = ½DxsijDysijDzsij �T where ‘‘s’’ is the

frame number, ‘‘i’’ is the residue number, and ‘‘j’’ is the backbone atom numberidentifier for N, Ca and C) were used to generate a

covariance matrix of size 9 N 3 9 N, where N is the number of residues in p110a. The matrix was subjected to PCA and the coordi-

nates of the individual frames were projected onto each of the first two principal components (PC1 and PC2) using the equation csn =

ðDRsÞ,PCn, i.e., the scalar product of the displacement vector of frame ‘‘s’’ times the eigenvector of the principal component ‘‘n’’. The

projection of frames onto the first and second principal components was performed using the sklearn.decomposition module of the

scikit-learn library in Python, using the PCA fit_transformmethod. The results were visualized in an interactive Python notebook with

the kdeplot function of the seaborn library in Python.

QUANTIFICATION AND STATISTICAL ANALYSIS

Histograms were plotted using timeseries data from each simulation frame, yielding a total of n = 459,003 frames that were binned

usingMatplotlib (Hunter, 2007). RMSF calculations were performed after least-squares fit to a reference structure and are reported as

the average for each residue. Similarly, SASA calculations are reported as an average area per residue. Cross-correlation matrices

were computed using only Ca atoms of the protein. The covariance matrix used to obtain eigenvectors for principal component anal-

ysis was similarly computed using only the Ca atoms of the protein.
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DATA AND CODE AVAILABILITY

Timeseries data for the distance between ATP PG and PIP2 O3 atoms in all simulations conducted in this work are provided in

Tables S3, S4, S5, S6, S7, S8, S9, S10, and S11 as comma-separated value (*.csv) files. Scripts used to generate files used for

network analysis (Figure 6) are provided in Data S1–S3. The MD trajectories and structures used in this study are available from

the corresponding author upon request.
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Data S1. Related to STAR Methods – Network Analysis. 

 

> package require psfgen  

> topology "C:/Program Files (x86)/University of 

Illinois/VMD/plugins/noarch/tcl/readcharmmtop1.1/top_all36_prot.rtf 

(The word "PATCH" was commented out on line 92 of that file)  
> pdbalias atom ILE CD1 CD  

> segment A {pdb origin_protein_segA_noh.pdb} 

> segment B {pdb origin_protein_segB_noh.pdb} 

> coordpdb origin_protein_segA_noh.pdb A 

> coordpdb origin_protein_segB_noh.pdb B 

> guesscoord 

> writepsf origin_pi3k.psf 

 

Tcl commands issued inside the Tcl console of VMD to generate a *.psf file from a *.pdb file of the 

PI3Kα system.  



 

 

Data S2. Related to STAR Methods – Network Analysis. 

 
>SystemSelection 

(chain A B) and (not hydrogen) 

 

>NodeSelection 

name CA 

 

>Restrictions 

notSameResidue 

notNeighboringCAlpha 

 

The network.config file that was used to specify the parameters used to perform Dynamical 

Network Analysis in VMD. Running the command networkSetup network.config with this 

parameter file in the VMD Tcl console resulted in the generation of the contact.corr file that was 

used in subsequent analysis. 

  



 

 

Data S3. Related to STAR Methods – Network Analysis. 

 
> x <- scan("contact.corr") 

> x <- matrix(x,sqrt(length(x))) 

> library(bio3d) 

> library(igraph) 

> pdb <- read.pdb("../origin_protein.pdb") 

> net <- cna(x, cluster.method="btwn", collapse.method="max", 

cols=vmd_colors(), minus.log=TRUE, ncore=8) 

> print(net) 

> z <- summary(net) 

> net.pruned <- prune.cna(net, size.min = 3) 

> node.betweenness <- betweenness(net.pruned$network) 

> betweenness <- normalize.vector(node.betweenness) 

> plot(betweenness, xlab="Residue No.", ylab="Centrality", type="h", 

xaxt='n') 

> axis(1, at = seq(1, 1322, by = 20), las=0) 

 

Commands performed in the console of the statistical analysis program, R, to generate the node 

betweenness plot that is shown in Figure 6. 

  



 

 

 
 

Figure S1. Average solvent accessible surface area (SASA) of PI3Kα activation loop residues. Related 

to STAR Methods – RMSF and SASA calculations. The average SASA of residues 909 – 958, comprising 

the catalytic and activation loops of the PI3Kα kinase domain, are shown for simulations in which 

cognate pY peptide was bound to the nSH2 domain (A, C) vs. WT PI3Kα simulations in which the 

peptide was absent (B, D). 

  



 

 

 

Figure S2. Principal Component Analysis of PI3Kα simulations. Related to STAR Methods – Projection 

of individual frames onto principal components (PCs). MD snapshots from one replicate of the PI3Kα 

system without the nSH2 domain (blue) and with the bound cognate pY peptide (red) are projected by 

density onto a common set of principal components defined by the backbone of the catalytic domain. 

  



 

 

 

Figure S3. Dynamic cross-correlation matrices of PI3Kα domains. Related to Figure 9. Correlated 

motions were examined between the nSH2 domain (residues 322-430 of p85, X-axis) and the catalytic 

residues of the kinase domain (909 – 958 in p110, Y-axis) for systems containing bound cognate pY 

peptide (top) and for the same system with the addition of distance restraints applied to active site 

residues (bottom). 

  



 

 

 

Figure S4. Porcupine plots of PI3Kα. Related to STAR Methods – Porcupine Plots. The direction and 

relative amplitude of correlated motions of Cα atoms are shown by vectors, based on A) the first, and 

B) the second eigenvector of the covariance matrix, for the wild-type PI3Kα without the cognate pY 

peptide (left) and the system containing the pY peptide effector (right). See also Table S2. 

  



 

 

 

Figure S5. Porcupine plots of PI3Kα. Related to STAR Methods – Porcupine Plots. The direction and 

relative amplitude of correlated motions of Cα atoms are shown by vectors, based on A) the first, and 

B) the second eigenvector of the covariance matrix, for the wild-type PI3Kα with the cognate pY 

peptide bound (left) and the same system but with the addition of active site distance restraints 

(right). See also Table S2. 

  



 

 

Table S1. Simulations performed in this study. Related to MD Simulations – STAR Methods. 

 

Simulated System Simulation Time (µs) Number of Replicates 

WT PI3K, nSH2 domain present 1.5 3 

WT PI3K, nSH2 domain absent 1.5 3 

WT PI3K + pY peptide 1.5 2 

WT PI3K + pY peptide + active site 
restraints 

0.61 1 

 

Different random number seeds were used to set the velocities of all atoms for the replicates of each 

system, such that each replicate is statistically independent. 

 

Table S2. Principal Component Analysis of PI3K WT and pY peptide systems. Related to STAR Methods 

– Porcupine Plots, and Figures S4 and S5. 

 

Explained Variance 
(%) 

WT WT + pY peptide WT + pY 
peptide + 
restraints 

 Replicate 1 Replicate 2 Replicate 3 Replicate 1 Replicate 2  

PC 1 25.41 27.42 24.43 32.81 23.42 37.38 

PC 2 10.94 12.62 12.69 8.37 14.20 13.07 

PC 3 6.92 11.18 8.55 6.22 9.72 5.74 

PC 4 6.67 4.78 5.46 5.56 4.76 4.49 

PC 5 4.54 3.99 3.72 3.49 3.41 3.87 

Total 54.48 59.99 54.85 56.45 55.51 64.55 

 

The percentage of the variance explained by each of the first five principal components are tabulated 

for each of the labeled systems, as well as the total variance explained by the first five components. 
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