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Materials and Methods 

Peptide and DNA sample preparation: The peptide ([RGRGG]5) was purchased from Genscript 
USA Inc. (NJ, USA) and contains a C-terminal cysteine for site-specific peptide labeling. Peptide 
stock solutions were prepared in RNase-free water (Santa Cruz Biotechnology) with 50 mM 
dithiothreitol (DTT). Custom-synthesized DNA oligos, poly(dT)-T40 [40 nucleobases; molecular 
weight =12106 Da] and Atto488 labeled (5’)-dT40 were purchased from Integrated DNA 
Technologies (IDT). The DNAs were reconstituted in RNase-free water. The concentration of DNA 
stocks was calculated from their respective measured absorbance at 260 nm in a UV-Vis 
spectrophotometer (Nanodrop oneC). Both DNA and peptide stock solutions were stored at 20 
oC. All peptide-DNA condensates were prepared in a buffer containing 25 mM Tris-HCl (pH 7.5), 
25 mM NaCl and 20 mM DTT unless otherwise noted. The peptide concentration was kept at 5.0 
mg/ml (~2 mM) throughout this study and the DNA concentration was varied as indicated. 

All concentrations in this paper are reported in [nucleotide]:[Arg] molar ratios. 

Fluorescence labeling: The RGRGG repeat peptide contains a C-terminal cysteine which was 
used for site-specific labeling with Alexa594 dyes using the same protocol (Cys-maleimide 
chemistry) as described in our earlier work1-5. The labeling efficiency for the peptide samples was 
observed to be ≥ 90% (UV-Vis absorption measurements).  

Fusion of suspended droplets using optical traps: Optical trap mediated droplet fusion assays 
were conducted to investigate the inverse capillary velocity of DNA-peptide condensates, as 
previously described6. Briefly, samples containing DNA-peptide condensates at the indicated 
[T]/[Arg] ratios were injected into a tween 20-coated (20% v/v) 25 mm x 75 mm x 0.1 mm flow 
chamber (custom-made). Condensates were trapped using a dual-trap optical tweezer system 
that also offers laser scanning confocal fluorescence microscopy (LUMICKSTM, C-trap). Droplets 
were independently trapped far from each other in two optical traps (using a 1064 nm laser) and 
then brought into proximity. The 2nd trap was held at a fixed position while the 1st trap was 
programmed to move at a constant speed of 40-100 nm/s in the direction of the 2nd trap. 
Coalescence started upon contact due to interfacial tension. The motion of the 1st trap was 
stopped when the fused droplet relaxed to a spherical shape. The force-time signal was recorded 
at a 78.2 kHz sampling frequency (i.e., ~13 µs time interval) and analyzed using the following 
fusion relaxation model7: 

 𝐹 ൌ 𝑎𝑒ሺି௧ ఛ⁄ ሻ ൅ 𝑏𝑡 ൅ 𝑐                 (1)      

where the parameter 𝜏 is the fusion relaxation time. The 2nd term in equation (1) accounts for the 
constant velocity of the 1st trap. ~ 10-20 fusion events were recorded for each sample, then and 
the corresponding relaxation time was plotted as a function of the average diameter (as 
determined by fluorescence images before fusion) of the fusing droplets and fitted using a linear 
model of inverse capillary velocity8.  

Video Particle Tracking (VPT) Microscopy: Samples were prepared by mixing the polypeptide 
and the ssDNA in a buffer containing fluorescent beads (0.0003% solids, 200 nm carboxylate-
coated yellow-green polystyrene spheres; FluoSpheresTM, Invitrogen). Upon condensate 
formation, beads were found to be embedded in the condensates (see Fig. 1c, main text). Next, 
samples were placed on a tween 20-coated (20% v/v) microscope coverslip and sandwiched with 
a 1 mm thick microscope glass slide as described in our earlier work8. Following that, oil was 
injected into the chamber to prevent evaporation-induced hydrodynamic currents within the 
sample. After sealing with oil, samples were left to equilibrate for 0.5-2 hours or until all droplets 
have settled on the glass surface. Samples were then imaged using an epifluorescence 
microscope (Zeiss Primovert inverted iLED microscope with a 100ൈ oil-immersion objective lens 



and a Zeiss Axiocam 503 monochrome camera). Movies capturing the Brownian motion of the 
fluorescent beads within peptide-DNA condensates were collected at variable acquisition rates to 
ensure that the measured viscosity is independent of the acquisition rate of the microscope9. For 
each peptide-DNA mixing ratio, three independent samples were made on different days, 2-4 
movies/per sample were collected imaging a total of 5-10 condensates, each condensate 
contained 10-100 microspheres. Particle tracking was done using the open-source particle 
tracking software TrackMate10 (v6.0.1). Tracking results were also cross-validated using TrackPy 
python-based particle tracking library (v0.4.2)11. Trajectories were corrected for sample-stage drift 
and then the mean squared displacement (MSD) was calculated for each trajectory using a 
custom-built python script as a function of the lag time (𝜏). To eliminate any effects coming from 
the interface of the condensate with the surrounding dilute phase, trajectories of particles that are 
proximal to the interface were discarded. The ensemble-averaged MSD was obtained and fitted 
using the following equation 

𝑀𝑆𝐷ሺ𝜏ሻ ൌ ൏ 𝑟ଶ ൐ ሺ𝜏ሻ ൌ 4𝐷𝜏ఈ (2) 

Where 𝐷 is the diffusion coefficient of the bead and 𝛼 is the diffusive exponent. For classical 
Brownian motion in a purely viscous fluid, the value of 𝛼 is equal to unity. 𝛼 values for all the 
condensates tested were in the range of 0.9-1.2. The viscosity 𝜂 of the condensate is then 

determined using the Stokes-Einstein equation (𝜂 ൌ
௞ಳ்

଺గ஽ோ
 ), where 𝐷 = diffusion coefficient, 𝑘஻ = 

Boltzmann constant, 𝜂 = viscosity of the medium,  𝑅 is the radius of the bead, 𝑇 is the temperature.  

Partition coefficient measurements: Images for partition analysis were collected using a Zeiss 
LSM710 laser scanning confocal microscope with a 63x oil-immersion objective (Plan-
Apochromat 63x/1.4 oil DIC M27). The same samples were used for DNA-peptide mixtures as 
described in the droplet fusion section. All the confocal images were collected within 30 minutes 
of sample preparation. The partition coefficient (𝑘) was calculated by dividing the mean intensity 
of Atto488-labeled dT40 or Alexa494-labeled RGRGG repeat polypeptide per unit area inside the 

droplet by the mean intensity per unit area in the external dilute phase (𝑘 ൌ
ூ೔೙

ூ೚ೠ೟
). For each sample, 

30-40 droplets were analyzed.  

Turbidity measurements: [RGRGG]5 and dT40 mixtures were prepared at a fixed peptide 
concentration (5 mg/ml) and variable ssDNA concentrations. Sample absorbance at 350 nm was 
measured using a spectrophotometer (Nanodrop oneC UV-Vis) with an optical path length of 1 
mm. Each sample was prepared independently and measured. A similar protocol was followed 
for recording turbidity of DNA-peptide mixtures at a fixed concentration and composition with 
variable [NaCl].  For each data point, two independently prepared samples were measured twice. 

Fluorescence correlation spectroscopy: Samples containing 10-100 pM bulk concentration of 
either Atto488-labeled dT40 or Alexa594-labeled [RGRGG]5 were injected into a tween 20-coated 
25 mm x 75 mm x 0.1 mm custom-made flow chamber and loaded onto the microscope stage 
(Lumicks, C-trap) equipped with a single-photon avalanche photodiode (sAPD). We varied the 
labeled species concentrations such that their concentrations within the condensates are suitable 
for FCS measurements, which was judged by the signal to noise ratio of the autocorrelation 
curves. The optimal location for collecting FCS intensity-time traces was selected by first 
collecting a point Z-scan at the center of the condensate. The location with maximal intensity was 
identified and measurements of the photon arrival times were acquired at a 72.8 kHz sampling 
rate by performing a point scan at the center of the peptide-DNA condensate at the optimal 
location (Fig. S10). The excitation power was kept at a minimum to avoid photobleaching of the 
fluorophores. Each point scan was collected over 5 minutes. For each sample, five point-scans 
from different condensates were obtained and analyzed as follows. For each point scan, the 



autocorrelation function was calculated for different lag times using the multipletau (v0.1.9) and 
pycorrelate (v0.2.1) python libraries12,13. The Autocorrelation function was fitted with the following 
equation 
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here, 𝐷 is the diffusion coefficient of the fluorescent probe and 𝜔, 𝜔௭ are the radial and axial 
dimensions of the confocal volume, respectively, under the three-dimensional Gaussian 
approximation14. In the fitting process, the structural parameters 𝜔 and 𝜔௭ were fixed to the values 
obtained from the calibration procedure described below and only 𝐺଴, 𝐷 and 𝐺௜௡௙ were allowed to 
vary. The diffusion coefficient was extracted from the fit for each autocorrelation curve. The 
diffusion coefficient values were averaged and their standard deviation was taken as the 
uncertainty. A similar procedure was used for measuring the diffusion of 20 nm beads in 
glycerol/water mixtures except that the FCS intensity-time traces were collected from random 
points on the XY plane that is approximately at the middle between the lower and upper surfaces 
of the sample chamber (about 40 µm above the lower glass surface).  

For calibration, we used a combination of free dye molecules as well as fluorescent beads. Briefly, 
we used Alexa488 dye and Alexa594 to calibrate the lasers by collecting FCS intensity-time series 
and calculating autocorrelation curves (Fig. S11). Then, by fixing the diffusion coefficient 𝐷 to the 
known diffusion coefficients of the probes, we performed the fittings to determine the structural 
parameters of the confocal volume. We also confirmed confocal volume measurements by 
performing FCS calibration on 20 nm and 200 nm polystyrene beads (FluoSpheresTM, Invitrogen) 
in water and found that the confocal volume structural parameters lie within the acceptable range 
(producing 𝐷 values of 22.4 µm2/s and 0.8 µm2/s, respectively). The diffusion coefficient values 
for these two bead types in water at 24 oC (the temperature of our microscope chamber) as 
calculated from the Stokes-Einstein equation are 24.45 and 2.445 µm2/s, respectively. The value 
for the 20 nm beads was closer to the accepted values and therefore, 20 nm beads were used to 
estimate the viscosity of glycerol-water mixtures. The combined calibration procedures yielded a 
beam waist of 320 ± 20 nm for the green laser line and 340± 20 nm for the red laser line. The 
beam axial dimension was fluctuating between 2-10 µm. We note that the diffusion-based 
calibration is not accurate for determining the axial dimension of the confocal volume due to the 
sensitivity of the correlation plateau to the probe concentration15. Nevertheless, the axial 
dimension is unlikely to contribute to the extracted values of the diffusion coefficient and does not 
alter the shape of the autocorrelation function15.  

Data processing software: Excel 2016 was used for partition calculations. All 
numerical/statistical analysis was done in custom-built Python procedures. Fiji-ImageJ16 (version 
1.52p) was used for image processing. OriginPro (2018b) was used for Graphing. Adobe 
Illustrator CC (2019) was used for the figure assembly and production. 

Theoretical Phase Diagram: The liquid-liquid phase separation spinodal, tie lines, and critical 
points were computed with the use of a Flory-Huggins mixture model with two polymers in a 
solvent.  
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 Here, the ’s are volume fractions, the ’s are size parameters, and the 𝑤’s are mean-field 
interaction parameters. The parameters used for the computation of the representative closed-
loop boundary were 𝛾ଵ = 300, 𝛾ଶ = 7000, 𝑤ଵଵ = 1.0, 𝑤ଶଶ = -0.35, and 𝑤ଵଶ = -2.15. 



The computation of the closed-loop phase boundaries, spinodal, and critical points, coded 
in Mathematica, first searches along rays in composition space through the origin, for points at 
which the least eigenvalue of the Hessian matrix of the free energy taken with respect to the two 
volume fractions first changes sign from positive to negative.  Then, by making small steps in 
directions orthogonal to the composition-gradient of the determinant of the Hessian, while at the 
same time correcting periodically to ensure that the full determinant of the Hessian remains zero, 
a closely spaced series of points is generated along the spinodal. To locate the critical points 
while stepping along the spinodal, the algorithm also searches for and refines any points on the 
spinodal at which the directional derivative of the spinodal curve becomes parallel to that 
eigenvector of the Hessian that belongs to its least eigenvalue.   

The method used here for computing the tie lines takes advantage of the fact that the 
collection of tie lines corresponds to the self-intersections of the mapping of the composition 
triangle into the space of the three chemical potentials.  The mapping is that created by the ternary 
free energy of mixing, a model in the present case.  Because linear terms in the free energy of 
mixing do not influence the thermodynamic conditions for liquid-liquid phase separation, for 
numerical work it can be convenient to remove them in advance, as was done for the expression 
given above, in view of the Taylor expansion of the logarithmic term. 

Starting tie lines were located by first identifying a composition point entirely inside the 
spinodal, evaluating the difference between the chemical potentials of the two solute components 
at that point, then creating a curve in composition space for which this difference remained the 
same.  The algorithm then maps small segments along this curve into the space of the chemical 
potentials of the solvent and of component 1, and searches for intersections of the images of 
those segments in that chemical potential space.  Approximate intersections so found are then 
refined to provide good starting tie lines, by demanding that each chemical potential is the same 
at each composition endpoint. For numerical work, it was found sometimes helpful to use the 
logarithms of the volume fractions, due to the low volume fractions that can occur along the 
coexistence curve. 

Finally, having located such a starting, refined tie line, the algorithm makes small steps 
that remain close to the self-intersections of the chemical potential mapping, then refines each 
step to continue to require equality of all three chemical potentials.  In order to make the small 
steps in good directions, it is helpful to recognize that directions that will locally follow a collection 
of tie lines can be written as a generalized cross product of the gradient vectors of each chemical 
potential, each such vector being a function of the four coordinates that combine the compositions 
of the two endpoints.  An analogous method can be used for following the contours of any 
differentiable map from Rn to Rn-1, closely related to more general methods17 that inspired the 
present one18.   



Supplementary Figures 

 

Fig. S1. Condensation of [RGRGG]5-dT40 mixtures at different [T]/[Arg] ratios. (A) 
Fluorescence and bright-field images of [RGRGG]5-dT40 condensates. Scale bars represent 20 
µm. (B) Turbidity at 350 nm as a function of increasing [T]/[Arg] ratio at 25 mM and 725 mM salt 
concentrations. The green line is drawn as a guide to the eye. The incubation time for this 
measurement is 2-3 minutes after vigorous mixing. (C) Fractional area of the condensed phase 
as calculated from Fiji-ImageJ software as a function of [T]/[Arg] ratio. (D) Partition coefficient of 
dT40 and [RGRGG]5 as a function of [T]/[Arg] ratio.  

  



 

 

Fig. S2. Determination of inverse capillary velocity: (A) Active fusion: Linear relation 
between the fusion-relaxation time and the diameter of the condensates for the active fusion of 
suspended droplets using a dual-trap optical tweezer. The relaxation time is obtained from the 
laser signal as trapped condensates undergo fusion (see Fig. 1B in the Main-text). The slope of 
the linear fit represents the scaled relaxation time which is proportional to the ratio of 𝜂/𝛾 (see 
Equation-1, Main-text). (B) Passive fusion: Aspect ratio analysis of two instances of passive 
fusion of two condensates on a tween-coated glass coverslip surface (see Movies S1 and S2). 
These condensates were prepared identically as in Fig. S2A for our active fusion assay. The 
exponential fits give a normalized relaxation time of ~100 ms/µm, which is more than one order 
of magnitude higher than the same obtained from OTF experiments (~3.4 ms/µm). These data 
indicate a dominant role of surface drag force during passive droplet fusion on a microscope 
coverslip for these condensates. 

 



 

Fig. S3. (A) Bright-field microscopy images for [RGRGG]5-dT40 condensates in the presence and 
absence of beads. Scale bar represents 10 µm. (B) Viscosity of [RGRGG]5-dT40 condensates 
prepared at [Arg]/[T]=0.4 as determined by particle tracking of two bead diameters; 0.2 and 1.0 
µm. (C) Viscosity of [RGRGG]5-dT40 condensates prepared at [Arg]/[T]=0.4 for different bead 
concentrations.  

 

 



 

Fig. S4. Diffusion of 20 nm beads in glycerol/water mixtures as measured by FCS. (A) 
Autocorrelation function and fit for 20 nm bead diffusion in water. (B) Autocorrelation functions of 
the same beads in glycerol/water mixtures. (C) Viscosity and diffusion time normalized by their 
respective values in water showing a linear correlation, consistent with what was previously found 
in Sherman et al19. (D) Measured viscosity calculated from the Stoke-Einstein equation and the 
FCS-derived diffusion coefficient overlaid on the expected viscosity of glycerol/water mixtures as 
calculated by the formula reported in the literature20,21, which were also compared with published 
experimental results22. 

  



 

 

 

Fig. S5. Representative FCS autocorrelation curves for Atto488-dT40 and Alexa594-[RGRGG]5 
within [RGRGG]5-dT40 condensates at various salt (NaCl) concentrations. The top row 
corresponds to the autocorrelation curves for Alexa594-[RGRGG]5 diffusion within the 
condensates. The bottom row corresponds to the autocorrelation curves for Atto488-dT40 
diffusion within the condensates. The red lines are fits of Equation-3 (see Fluorescence 
correlation spectroscopy section in Methods). 

  



 

 

Fig. S6. Ensemble-averaged mean squared displacement (MSD) as a function of increasing salt 
concentration for 200 nm beads within [RGRGG]5-dT40 condensates prepared at a ratio of 
[T]/[Arg] = 0.40. The red lines are fits of Equation-2 added to a constant (See video particle 
tracking microscopy section in Methods). 

 

 

 



 

 

Fig. S7. Scaled fusion relaxation time for [RGRGG]5-dT40 condensates, prepared at various salt 
concentrations, using our OTF assay.  

  



 

 

Fig. S8. Representative FCS autocorrelation curves for Atto488-dT40 and Alexa594-
[RGRGG]5 within [RGRGG]5-dT40 condensates at various mixing ratios. The top two rows 
correspond to the autocorrelation curves of Alexa594-[RGRGG]5 within these condensates. The 
bottom two rows show autocorrelation curves for Atto488-dT40 within these condensates. The 
red lines are fits of Equation-3 (see Fluorescence correlation spectroscopy section in Methods). 

 

  



 

 

Fig. S9. Ensemble-averaged mean squared displacements (MSD) of 200 nm beads within 
[RGRGG]5-dT40 condensates at variable [T]/[Arg] mixing ratios as indicated.  

  



 

Fig. S10. Scaled fusion relaxation time of [RGRGG]5-dT40 condensates, prepared at different 
[T]/[Arg] molar ratios, from our OTF assay. For higher [T]/[Arg] ratios (e.g. [T]:[Arg] = 1.6), we 
observed that droplets do not fuse (see Movies S3&S4 and Figure 3E in the Main-text).  

  



 

Fig. S11. Point Z-scan at the center of a [RGRGG]5-dT40 condensate. The confocal volume is 
initially placed on the glass slide surface where only photons from the background are detected. 
The nanostage of the microscope was then set to move in the Z-direction in steps of 200 nm and 
three steps per second. The Z-location of the nanostage that corresponds to the maximum 
intensity is chosen for FCS measurements. Condensates that were large enough (~ 15 µm in 
diameter) were considered for FCS measurements. This is to ensure that the location of the 
confocal volume is ≥ 6 µm above the glass surface.    

  



 

Fig. S12. (A) Autocorrelation curves for the diffusion of 20 nm beads and 200 nm beads in water 
as measured by FCS. (B) Autocorrelation and fits for the diffusion of free Alexa-488 dye in water. 
The fits in (B) are using Equation-3 with a triplet state term23. The fits in (A) are using Equation-3 
(see Fluorescence correlation spectroscopy section in Methods). 

 

  



 

Fig. S13. Computed model phase diagrams showing that the extent of the calculated closed-loop 
two-phase regime is sensitive to increasing NA-IDP attraction strength. Parameters used were 𝛾ଵ 
= 100, 𝛾ଶ = 370, 𝑤ଵଵ = 0.4, 𝑤ଶଶ = -0.3 for all panels, while in (A) 𝑤ଵଶ = -2.2, (B) 𝑤ଵଶ = -2.27, (C) 𝑤ଵଶ 
= -2.35. [IDP: Intrinsically disordered polypeptide]. 
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