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1 Introduction

The congruence coefficient is a measure of matrix similarity. It was first introduced in
[Burt, 1948], with the name of unadjusted correlation, and later popularized by Tucker
[Tucker, 1951] as a measure of similarity in factor analysis. The congruence coefficient score
is defined as the trace of the product between two normalized matrices. Its values range be-
tween -1 and +1, where values close to 1 indicate a high degree of similarity, and values close
to 0 indicate low similarity. Other than for the range of values, the congruence coefficient
shares some more similarities with the Pearson’s correlation, where the main difference is
that the latter measures the deviation for the mean, while the former measures the deviation
from zero.

Here we exploit the congruence coefficient as a measure of similarity between (symmetric)
map representations of protein structures, such as contact maps and distance maps. In
particular, we prove several interesting statistical properties of the congruence coefficient: i)
polynomial-time computation of its expectation and variance over all possible (exponential
number of) alignments between two symmetric matrices; ii) closed formulas for computing
its expectation and variance over all possible (exponential number of) permutations of one
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of the two matrices; iii) P-value of the congruence coefficient between two aligned (i.e. same
size) symmetric matrices. While our focus is mainly on the comparison of protein map
representations, all these statistical properties hold for general symmetric matrices. In more
details,

i) the expectation of the congruence coefficient over all possible alignments between two
symmetric matrices X ∈ Rm×m and Y ∈ Rn×n can be obtained by computing the
expectation matrix E[Y α] ∈ Rm×m, where Y α ∈ Rm×m is the Y matrix recoded with
respect to alignment α. The (normalized) trace of the product between X and expec-
tation matrix E[Y α] gives the expectation of the congruence coefficient over all possible
alignments between X and Y . The expectation matrix E[Y α] can be computed by just
using Y and size m (i.e. we just need to know the size m of X but not X itself). Equiv-
alently, the variance of the congruence coefficient over all possible alignments between
X and Y depends on the variance-covariance matrix V ar[Y α] ∈ Rm2×m2

, which again
can be computed by just using Y and size m. The expectation and variance-covariance
matrix over all alignments cannot be easily recoded for the Pearson correlation, since,
differently from the congruence coefficient, its normalization factor is not invariant with
respect to the alignment size.

ii) expectation and variance over all permutations have a nice characterization in terms of
closed formulas that roughly depend on the sum of elements in the X and Y matrices.
Such statistics can be computed much more quickly than the alignment-related statis-
tics. The approach adopted for computing expectation and variance over permutations
has been previously developed in [Kazi-Aouala et al., 1995] for several matrix-related
metrics but not the congruence coefficient. In this case, such formulas can be easily
recoded also for the Pearson correlation, since its normalization factor is invariant with
respect to any matrix permutation.

iii) the congruence coefficient P -value of the statistical hypothesis testing, under the null
hypothesis that the coefficient is zero, can be recoded as a statistical hypothesis testing
on the angle between two vectors in the N -dimensional unit sphere (where N depends
on the size of the two matrices), under the null hypothesis that the two vectors are
orthogonal.

These statical properties can be used to assess the statistical quality and significance of
an alignment between two protein maps. In particular,

• the expectation and variance over all possible alignments between two matrices can be
used to compute the Z-score of any given alignment between the two matrices, which
gives an indication of the quality of the alignment. The distribution of the congruence
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coefficient over all possible alignments α between two symmetric matrices X ∈ Rm×m

and Y ∈ Rn×n depends essentially on the multivariate distribution of the (aligned)
random matrices Y α ∈ Rm×m. It is not easy to characterize such distribution, though
it doubtfully follows a multivariate normal distribution, since the Y α components are
not independent. By empirical observations, the distribution of the congruence coeffi-
cients over all alignments between contact maps seems to be skewed to the right, thus
its right tail is probably not well-approximated by a normal distribution. Although
this can affect the estimation of the exact P-value for the Z-score, the Z-score alone
(computed from the exact mean and standard deviation) can be considered as highly
accurate in detecting bad-quality alignments. Unfortunately, while the expectation
matrix E[Y α] can be computed quickly for native protein contact/distance maps, the
computation of the variance-covariance matrix V ar[Y α] is more challenging, since its
computational complexity is quartic in the size mn. The V ar[Y α] matrices are also not
easily approximable and quite large. Anyway, we can show that an ad-hoc sampling
of random alignments can give almost exact estimation of the true variance over all
possible alignments.

• the P-value of a congruence coefficient gives the probability of observing an equivalent
or higher coefficient if one of the two maps is chosen at random (in the space of all
possible symmetric matrices with same size). It can be used to detect whether there
is a statistically significant similarity between two aligned maps. Note that, a high
congruence coefficient score does not always indicates a significant similarity between
two matrices, since the probability of observing it depends on the topology of the two
matrices. An extreme example is the comparison between a constant (non-zero) matrix
with a random (non-zero) matrix. In such cases, the congruence coefficient will tend
to be always quite high but it will be statistically significant only if the second map is
almost constant too.

The congruence coefficient’s P -value is complementary to the Z-score of the alignment,
since the latter indicates whether an alignment between two maps is poor or good while the
former indicates whether there is a statistically significantly similarity between the aligned
maps. The combination of both can be used to improve/analyze database searches based
on map similarities. For example, a non-significant P-value does not necessarily imply low
similarity between two maps, if the Z-score of the alignment between the two maps is low.

To conclude, we remark that expectation and variance over permutations do not generally
provide biologically meaningful statistical information when comparing map representation of
protein structures, since random permutations of protein contact/distance maps are typically
not consistent with any three-dimensional set of points. We exploited permutation statistics
as a possible (fast) approach for approximating variance calculation over all possible align-
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ments. Unfortunately, test comparisons on real protein contact/distance maps show that
both expectation and variance over permutations poorly approximate expectation and vari-
ance over all possible alignments. Thus, except for the theoretical interest of such formulas,
they do not have an immediate application in protein map comparison. We included them
here since they could still be be useful in different applications of the congruence coefficient
where matrix permutations are meaningful.

The document is organized as follows. In Section 2 we give the formal definition of con-
gruence coefficient for arbitrary matrices and introduce some of its general properties. In
Section 3, we focus on symmetric matrices and give the formal definition of congruence coef-
ficient between aligned symmetric matrices, by introducing also the notation that will be used
throughout the rest of the document. Section 4 is devoted to expectation and variance of the
congruence coefficient over all possible alignments between two symmetric matrices, while
Section 5 is devoted to expectation and variance over all permutations. Section 6 formalizes
statistical hypothesis testing of the congruence coefficient. To conclude, in Section 7 we show
some experimental tests on a real biological data. In particular, in Section 7.3 we compare
true expectation/variance over all possible alignments vs expectation/variance obtained by
sampling and permutations. In the remaining subsections, we show some applications of the
congruence coefficient for protein fold recognition.

2 Definition of the congruence coefficient

We give the formal definition of the congruence coefficient and introduce some basic proper-
ties.

Definition 2.1. Let X, Y ∈ Rm×n two matrices, the congruence coefficient rc between X and
Y is defined by

rc(X, Y ) =
tr(XY T )√

tr(XXT )tr(Y Y T )
(1)

where Y T is the transpose of Y and the trace of the product is defined by

tr(XY T ) =
∑m

i=1

∑n
j=1XijY

T
ij

The denominator in Equation 1 is a normalization factor that shifts the trace of the product
into the interval [−1, 1].

It shares some similarities with the Pearson’s correlation coefficient but it has also important
differences.
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1. Similarly to the Pearson correlation, the rc coefficient is a continuous function, and can
be seen as the cosine of the angle between the vectorized versions of the (normalized)
X and Y matrices.

2. Similarly to the Pearson correlation, by the Cauchy-Schwarz inequality, the rc coeffi-
cient ranges in the [−1, 1] interval, where coefficients close to 1 indicate a high degree
of matrix similarity, and coefficients close to 0 a low degree of similarity. Negative
coefficients indicate negative correlation, which can be reversed by simply changing the
sing of all the elements in one of the two matrices X and Y .

3. Similarly to the Pearson correlation, the congruence coefficient is invariant (up to the
sign) to scalar multiplication of the matrices X, Y with constant factors different from
zero.

Let X, Y ∈ Rm×n two matrices and a, b ∈ R two constant values different from zero.

rc(aX, bY ) =
tr(abXY T )√

tr(a2XXT )
√
tr(b2Y Y T )

=

=
ab · tr(XY T )

|a| |b| ·
√
tr(XXT )

√
tr(Y Y T )

=

= sgn (ab)
tr(XY T )√

tr(XXT )
√
tr(Y Y T )

4. Similarly to the Pearson correlation, the congruence coefficient is symmetric

rc(X, Y ) = rc(Y,X)

5. The Pearson correlation measures the deviations from the mean, while the congruence
coefficient measures the deviations from zero. This is a fundamental property of the
congruence coefficient. We will show that the normalization factor of the congruence
coefficient is invariant with respect to any possible alignment between the two input
matrices, where an aligned map can be seen as a matrix containing additional zero
rows/columns. Such property does not hold for the Pearson correlation.

In fact, the matrix version of the Pearson correlation is

r(X, Y ) =
tr((X − µX)(Y − µ)T )√

tr((X − µX)(XT − µX))tr((Y − µY )(Y − µY )T )
(2)

where
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µX =
1

mn

m∑
i=1

n∑
j=1

Xij and µY =
1

mn

m∑
i=1

n∑
j=1

Yij

depend on the size mn and change if we increase the size of the X and Y matrices by
introducing zero rows/columns (i.e. if we align the two matrices, see Section 3).

6. The counter effect of the previous property is that, differently from the Pearson’s corre-
lation coefficient, the congruence coefficient is sensitive to additive constants. However,
the new congruence coefficient under additive constant can be easily characterized. We
first need to introduce some notation.

Definition 2.2. Let 1mn ∈ {1}m×n denote the m×n all-one matrix and c1mn ∈ {c}m×n
the constant matrix where every element is c ∈ R.

Definition 2.3. Let X ∈ Rm×n be a matrix. We denote with

Σ(X) = tr(X1Tmn) = tr(1mnX
T ) =

m∑
i=1

n∑
j=1

Xij

the trace of the product between X and the all-one matrix 1mn, which is equivalent to
the sum of all elements of X.

Let X, Y ∈ Rm×n two matrices and a, b ∈ R two constant values.

rc(X + a1mn, Y + b1mn) =
tr(XY T + bX1Tmn + a1mnY

T + ab1mn1
T
mn)√

tr(XXT + 2aX1Tmn + a21mn1Tmn)
√
tr(Y Y T + 2bY 1Tmn + b21mn1Tmn)

=

=
tr(XY T ) + bΣ(X) + aΣ(Y ) + abmn√

tr(XXT ) + 2aΣ(X) + a2mn
√
tr(Y Y T ) + 2bΣ(Y ) + b2mn

=

= Wab(X, Y ) · rc(X, Y ) +Kab(X, Y )

where the two coefficients

Wab(X, Y ) =

√
tr(XXT )

√
tr(Y Y T )√

tr(XXT ) + 2aΣ(X) + a2mn
√
tr(Y Y T ) + 2bΣ(Y ) + b2mn

(3)
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and

Kab(X, Y ) =
bΣ(X) + aΣ(Y ) + abmn√

tr(XXT ) + 2aΣ(X) + a2mn
√
tr(Y Y T ) + 2bΣ(Y ) + b2mn

(4)

are defined by the constants a, b, the matrix size mn, the total sum of their entries
Σ(X),Σ(Y ), and the traces of their self products tr(XXT ), tr(Y Y T ). When a = b = 0,
we have that

W00(X, Y ) = 1 and K00(X, Y ) = 0

While the rc coefficient can be computed for arbitrary matrices, in the following we consider
only symmetric matrices, i.e. matrix representations of protein structure information. In
particular, we consider: i) protein distance maps, which are defined as symmetric matrices
X in which the entry Xij encodes the Euclidean distance between protein residues i and
j in the protein three-dimensional structure; ii) protein contact maps, which are defined as
symmetric binary matrices X in which the entry Xij is 1 if and only if the the Euclidean
distance between protein residues i and j is below some threshold (typically 8Å). Although
our focus is on matrix representations of protein structures, all the results in the following
sections hold for general symmetric matrices.

3 Congruence coefficient between aligned maps

The congruence coefficient in Equation 1 can only be applied to matrices of the same size.
Symmetric matrices of different sizes need to be aligned in order to assess their similarity
through the congruence coefficient. Here we formally define matrix alignment and develop a
notation that will be used in the following sections.

Since our focus is on matrix representations of protein structure information, we only con-
sider matrix-alignments that are induced by global sequence alignments. In particular, we
consider all possible alignments between two sequences that respect the following two general
assumptions:

1. a gap cannot be matched with a gap (non-boring gaps),

2. there is a unique alignment that matches both (sub)sequences with only gaps.
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Assumptions 1 and 2 impose a finite number of possible alignments between two sequences.
Furthermore, they bound the maximum length of an alignment between two sequences of
length m and n to the sum of their lengths, m + n. Conversely, the minimum length of an
alignment is bounded by the longest sequence, max{m,n}.

Definition 3.1. A partial function

α : {1, ..,m} → {1, .., n}

is an alignment if ∀i 6= j ∈ { 1, ..,m} such that α(i) 6= ⊥ 6= α(j) then

α(i) < α(j) ⇐⇒ i < j

The notation α(i) = ⊥ indicates that α is not defined on i. Since and alignment is a
partial injective function, the inverse function, defined by α−1 : {1, .., n} → {1, ..,m}, exists
and it is also an alignment. We denote by |α| the number of matched positions in both
sequences by α, i.e.

|α| = |{i | α(i) 6= ⊥}|.

Now, let X ∈ Rm×m, Y ∈ Rn×n be two symmetric matrices. From the matrix point
of view, an alignment between X and Y can be induced by a sequence alignment between
a sequence of length m and one of length n. In particular, an alignment α can be seen
as a transformation of two symmetric matrices, X and Y , that adds some zero rows and
(corresponding) zero columns, such that the transformed matrices are symmetric and have
the same size. The zero rows/columns correspond to gaps in the alignment. We can define
this more formally.

Definition 3.2. Let X ∈ Rm×m, Y ∈ Rn×n be two symmetric matrices and consider some
alignment α : {1, ..,m} → {1, .., n} between two sequences of length m and n, respectively.
Let σ = (σ1, σ2) be two surjective partial functions

σ1 : {1, .., N} → {1, ..,m}, σ2 : {1, .., N} → {1, .., n}

such that

σ2 ◦ σ−1
1 = α and σ1 ◦ σ−1

2 = α−1

and (non-boring gap condition)

N = m+ n− |α|
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The symmetric matrices Xσ1 , Y σ2 ∈ RN×N induced by alignment α are defined by

Xσ1
ij =

{
0 if σ1(i) = ⊥ or σ1(j) = ⊥
Xσ1(i),σ1(j) otherwise

Y σ2
ij =

{
0 if σ2(i) = ⊥ or σ2(j) = ⊥
Yσ2(i),σ2(j) otherwise

Let X ∈ Rm×m, Y ∈ Rn×n be two symmetric matrices, α an alignment of length N and σ as
defined in Definition 3.2. We define the congruence coefficient with respect to the alignment
α by

rαc (X, Y ) =
tr(Xσ1Y σ2)√

tr(Xσ1Xσ1)tr(Y σ2Y σ2)
=

tr(Xσ1Y σ2)√
tr(XX)tr(Y Y )

(5)

Note that, by definition of aligned matrix Xσ1 (resp. for Y σ2), the normalization factor
in Equation 5 is invariant with respect to all possible alignments, i.e.

∀α, tr(XX) = tr(XXT ) = tr(Xσ1Xσ1)

Such property does not hold for Pearson’s correlation which measures the deviation from the
mean value and is thus affected by the number of zero rows and columns introduced in the
aligned matrix. Thus, the alignment that maximizes the rc coefficient in Equation 5 is simply
the alignment that maximizes the trace of the product between the aligned matrices.

Example 3.3. Let X ∈ R3×3 and Y ∈ R4×4 be two symmetric matrices

X =

 0 1 2
1 0 3
2 3 0

 Y =


0 4 5 6
4 0 7 8
5 7 0 9
6 8 9 0


Let the alignment α : {1, ..3} → {1, ..., 4} be defined by

α(1) = 2, α(2) = ⊥, α(3) = 3

and σ = (σ1, σ2), with σ1 : {1, ..., 5} → {1, .., 3} and σ2 : {1, ..., 5} → {1, .., 4}, be defined by

σ1(1) = ⊥, σ1(2) = 1, σ1(3) = 2, σ1(4) = 3, σ1(5) = ⊥

σ2(1) = 1, σ2(2) = 2, σ2(3) = ⊥, σ2(4) = 3, σ2(5) = 4

Then the two aligned matrices Xσ1 and Y σ2 (the gap rows/columns are in blue) are
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Xσ1 =


0 0 0 0 0
0 0 1 2 0
0 1 0 3 0
0 2 3 0 0
0 0 0 0 0

 Y σ2 =


0 4 0 5 6
4 0 0 7 8
0 0 0 0 0
5 7 0 0 9
6 8 0 9 0


The congruence coefficient between the two aligned matrices is

rαc (X, Y ) =
tr(Xσ1Y σ2)√

tr(Xσ1Xσ1)tr(Y σ2Y σ2)
=

2× 7 + 2× 7√
26× 542

= 0.236

Note that, the normalization factor of the congruence coefficient is invariant with respect to
alignment α:

tr(XX) = 26 = tr(Xσ1Xσ1) and tr(Y Y ) = 542 = tr(Y σ2Y σ2)

while the normalization factor of the Pearson correlation (see Equation 2) is not:

tr((X − µX)(X − µX) = 12 6= 22.24 = tr((Xσ1 − µXσ1 )(Xσ1 − µXσ1 ))

and

tr((Y − µY )(Y − µY ) = 161.75 6= 298.64 = tr((Y σ2 − µY σ2 )(Y σ2 − µY σ2 ))

The definition of the congruence coefficient between aligned matrices in Equation 5, is
somewhat inconvenient, since it forces us to consider two transformations Xσ1 and Y σ2 , which
can complicate calculations. However, for ease of mathematical simplification, we can define
the congruence coefficient with respect to an alignment in an alternative way, which will
greatly simplify the formulas in the following two sections. In detail, given an alignment α,
an alternative (and equivalent) way to define the trace of the product between the aligned
matrice is to leave unchanged the X matrix and just recode the Y σ2 matrix by removing all
rows/columns that match a gap row/column in Xσ

1 . This leads us to a simpler and equivalent
mathematical formulation for the congruence coefficient between aligned matrices. More
formally, let X ∈ Rm×m, Y ∈ Rn×n be two symmetric matrices and consider an alignment
α : {1, ..,m} → {1, .., n} between X and Y . We can recode the Y matrix, which we call
Y α ∈ Rm×m, by

Y α
ij =

{
Yα(i)α(j) if α(i) 6= ⊥ and α(j) 6= ⊥
0 otherwise

(6)

In the same way, we can define Xα−1
as the matrix Xσ1 in which have been removed all

rows/columns that match an gap row/column in Y σ2 .
Since gap rows/columns in Xσ1 are zero rows/columns, they do not give any contribution

in the trace of the matrix product Xσ1Y σ2 . Then, it is easy to see that
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tr(Xσ1Y σ2) = tr(XY α)

and then

rαc (X, Y ) =
tr(Xσ1Y σ2)√
tr(XX)tr(Y Y )

=
tr(XY α)√

tr(XX)tr(Y Y )
=

tr(Xα−1
Y )√

tr(XX)tr(Y Y )
(7)

In this way, when considering the congruence coefficient with respect to some alignment α,
we can leave unchanged either the X or the Y matrix and recode uniquely the other matrix
with respect to the alignment α.

Example 3.4. As in Example 3.3, let X ∈ R3×3 and Y ∈ R4×4 be two symmetric matrices

X =

 0 1 2
1 0 3
2 3 0

 Y =


0 4 5 6
4 0 7 8
5 7 0 9
6 8 9 0


and α : {1, ..3} → {1, ..., 4} the alignment defined by

α(1) = 2, α(2) = ⊥, α(3) = 3

The matrices Xα−1
and Y α with respect to α are (gap row/columns are in blue)

Xα−1
=


0 0 0 0
0 0 2 0
0 2 0 0
0 0 0 0

 Y α =

 0 0 7
0 0 0
7 0 0


The congruence coefficient is then

rαc (X, Y ) =
tr(XY α)√

tr(XX)tr(Y Y )
=

tr(Xα−1
Y )√

tr(XX)tr(Y Y )
=

2× 7 + 2× 7√
26× 542

= 0.236

4 Expectation and variance over all alignments

We show how to compute the expected value and the variance of the rαc (X, Y ) coefficient
over all possible alignments α between X and Y . Such calculation can be performed in
polynomial-time, without actually computing the exponential number of alignments between
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X and Y . Given two symmetric matrices X ∈ Rm×m and Y ∈ Rn×n, the expected value of
rαc (X, Y ) depends on the expectation matrix E[Y α] ∈ Rm×m while the variance of rαc (X, Y )
depends on the variance-covariance matrix V ar[Y α] ∈ Rm2×m2

. In the following sections we
will show how to compute such matrices.

Before to show how to compute the expectation and the variance matrices E[Y α] and
V ar[Y α], we show a closed formula for counting the total number of (non-redundant) align-
ments between two sequences. Such formula is necessary in order to compute expectation
and variance matrices.

4.1 Number of possible alignments between two sequences

We show a closed formula for counting the number of possible alignments between two ma-
trices or sequences.

Let us denote with A(m,n) the set of all alignments between two sequences of length m
and n. We need to count the cardinality of the set A(m,n). Note that, if we choose k dis-
tinct positions in two sequences, by definition of alignment, we can have a unique mapping
between the k positions in first sequence and the k positions in the second sequence, i.e.
we have to match the smaller position in the first sequence with the smaller position in the
second sequence, and so on. If the alignment between the two sequences is defined only by
such k mapped position, then by the two assumptions 1 and 2, such alignment is unique (i.e.
the gap mapping is unique). Now, the number of possible alignments Ak(m,n) that match
exactly 0 ≤ k ≤ min{m,n} distinct positions in one sequence of length m with k distinct
positions in a second sequence of length n is given by the product between the number of
possibile choices of k positions in the first and second sequence:

|Ak(m,n)| =
(
m

k

)(
n

k

)
Then, the number of distinct alignments between two sequence of length 0 < n ≤ m is
defined by

|A(m,n)| =
n∑
k=0

(
m

k

)(
n

k

)
=

(
m+ n

n

)
=

(
m+ n

m

)
(8)

which follows directly from the identity(
n

n− k

)
=

(
n

k

)
and the Vandermonde’s identity, by substituting r = n

12



r∑
k=0

(
m

k

)(
n

r − k

)
=

(
m+ n

r

)

4.2 Expectation of the congruence coefficient over all possible align-
ments between two maps

We compute the expected congruence coefficient E[rαc (X, Y )] between two symmetric ma-
trices X and Y , over all possible alignments α between the two matrices. The approach is
purely combinatorial and involves the computation of the expectation matrix E[Y α] ∈ Rm×m,
where Y α ∈ Rm×m is defined in Equation 6 in Section 3.

The expectation of the congruence coefficient is defined by:

E[rαc (X, Y )] =

∑
α∈A(m,n)

rαc (X, Y )

|A(m,n)|
=

=

∑
α∈A(m,n)

tr(XY α)√
tr(XX)tr(Y Y )

|A(m,n)|
= (since

√
tr(XX)tr(Y Y ) is constant)

=
E [tr(XY α)]√
tr(XX)tr(Y Y )

= (since tr is linear and X constant)

=
tr (XE[Y α])√
tr(XX)tr(Y Y )

where the expectation matrix E[Y α], which we denote with Y , is defined by

Y = E[Y α] =

∑
α∈A(m,n)

Y α

|A(m,n)| ∈ Rm×m

and, entrywise, it is defined by

Y ij =

∑
α∈A(m,n)

Y α
ij

|A(m,n)|
=

∑
α∈A(m,n),α(i) 6=⊥,α(j) 6=⊥

Yα(i)α(j)

|A(m,n)|
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The Y matrix is a symmetric matrix that averages the Y α ∈ Rm×m matrices over all possible
alignments α ∈ A(m,n). We can obtain the expectation matrix of the normalized Y matrix
by just dividing each element in Y by the constant norm

√
tr(Y Y ). In order to compute the

Y ij values we need to distinguish two possible cases.

1. Diagonal elements. Let α be an alignment such that

α(i) = k, for some 1 ≤ i ≤ m and 1 ≤ k ≤ n

That is, the alignment α matches the the i-th position in the first sequence with the
k-th position in the second sequence. Then, the summation in the entry Y ii contains
the value Ykk for a number of times that depends on the total number of alignments
α′ ∈ A(m,n) such that α′(i) = k. We can compute such number of alignments with
the following expression:(

s1 + s2

s1

)(
e1 + e2

e1

)
=

(
i− 1 + k − 1

i− 1

)(
m− i+ n− k

m− i

)
where

• s1 = i − 1, s2 = k − 1 are the lengths of the sub-sequences before i and k in the
fist and second sequence, respectively,

• e1 = m− i, e2 = n− k are the lengths of the sub sequences starting immediately
after i and k up to the end of the first and second sequence, respectively.

Since for every 1 ≤ i ≤ m and for every 1 ≤ k ≤ n there is at least one alignment
α ∈ A(m,n) such that α(i) = k, we have that

Y ii =
n∑
k=1

(
i−1+k−1

i−1

)(
m−i+n− k

m−i

)
(
m+n

n

) Ykk (9)

Such summation need to be performed only for the indices k such that Ykk 6= 0. When
comparing protein maps we usually assume that the diagonal elements are zero. So
such term can be ignored and the Y ii entries are zero for every index i.

2. Non diagonal elements. Let α be an alignment such that

α(i) = k, α(j) = l, for some 1 ≤ i < j ≤ m and 1 ≤ k < l ≤ n
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Then, the summation in the entry Y ij contains the value Ykl for a number of times that
depends on the total number of alignments α such that α(i) = k and α(j) = l. We can
compute such number of alignments with the following expression:(

s1 + s2

s1

)(
c1 + c2

c1

)(
e1 + e2

e1

)
=

(
i− 1 + k − 1

i− 1

)(
j − i− 1 + l − k − 1

j − i− 1

)(
m− j + n− l

m− j

)
where

• s1 = i− 1, s2 = k − 1 are the lengths of the sub-sequences before i and k, respec-
tively,

• c1 = j − i− 1, c2 = l− k− 1 are the lengths of the sub sequences between i, j and
k, l , respectively,

• e1 = m − j, e2 = n − l are the lengths of the sub sequences starting immediately
after j and l up to the end of the first and second sequence, respectively.

Since for every 1 ≤ i < j ≤ m and for every 1 ≤ k < l ≤ n there is at least one
alignment α ∈ A(m,n) such that α(i) = k, α(j) = l we have that

Y ij =Y ji=
n∑
k=1

n∑
l=k+1

(
i−1+k− 1

i−1

)(
j− i−1+l−k−1

j−i−1

)(
m−j+n−l

m−j

)
(
m+n

n

) Ykl (10)

If we assume that Y is a binary symmetric matrix (e.g. a native contact map), such
summation need to be performed only for the pairs 1 ≤ k < l ≤ n such that Ykl 6= 0.

The computation of each entry of the expectation matrix Y can be done with Equations 9
and 10. The calculation of Equation 10 need to be done for m(m − 1)/2 entries of the Y
matrix. The calculation of each Y ij entry (with i < j) involves a summation of n(n − 1)/2
terms. Then, the computational complexity of the Y calculation is bounded by O(m2n2).
This can be computationally intensive when m is large and Y is a dense matrix. On the other
end, if the Y matrix is sparse, the computational cost can be bounded by O(m2k), where k
is the number of non-zero entries of the Y matrix. However, in practice, the calculation of
the Y matrix can be performed quickly for both native contact/distance protein maps.
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4.3 Variance of the congruence coefficient over all possible align-
ments between two maps

By using the same combinatorial approach adopted for the expectation, we compute the
variance V ar[rαc (X, Y )] of the congruence coefficient over all possible alignments α between
two symmetric matrices X and Y . In this case the calculation involves the computation of
the variance-covariance matrix:

V ar[Y α] = E[Y α ⊗ Y α]− E[Y α]⊗ E[Y α]

where ⊗ is the the Kronecker product. The variance-covariance matrix of the normalized Y
matrix, can be obtained by dividing the V ar[Y α] matrix with constant factor tr(Y Y ).

The variance of the congruence coefficient is, as usual, defined by:

V ar[rαc (X, Y )] = E[rαc (X, Y )2]− E[rαc (X, Y )]2

Then, in order to compute V ar[rαc (X, Y )] we have to compute the expectation of the squared
congruence coefficient E[rαc (X, Y )2] over all possible alignments between X and Y . Before
to show how to solve E[rαc (X, Y )2], we review the definition and some basic properties of
the Kronecker product. In order to simplify the notation, we assume only square matrices,
although the following properties and definitions hold for general matrices. Let X ∈ Rm×m

and Y ∈ Rn×n two square matrices:

1. The Kronecker product K = X ⊗ Y ∈ Rmn×mn between X and Y is defined by

K(ik)(jl) = XijYkl with 1 ≤ i, j ≤ m and 1 ≤ k, l ≤ n,

where the indices (ik) (row indices in XijYkl) and (jl) (column indices in XijYkl) of the
K matrix are defined by

(ik)→ (i− 1) ∗ n+ k and (jl)→ (j − 1) ∗ n+ l

2. tr(XY ⊗XY ) = tr(XY )tr(XY ) = tr(XY )2

3. (X ⊗X)(Y ⊗ Y ) = (XY )⊗ (XY )

By using the Kronecked product notation we can easily transform E[rαc (X, Y )2] into a more
manageable form.
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E[rαc (X, Y )2] =

∑
α∈A(m,n)

rαc (X, Y )2

|A(m,n)|
=

=

∑
α∈A(m,n)

(
tr(XY α)√

tr(XX)tr(Y Y )

)2

|A(m,n)|
= (since tr(XX)tr(Y Y ) is constant)

=
E[tr(XY α)2]

tr(XX)tr(Y Y )
= (by Kronecker’s product property 2)

=
E[tr((XY α)⊗ (XY α))]

tr(XX)tr(Y Y )
= (by Kronecker’s product property 3)

=
E[tr((X ⊗X)(Y α ⊗ Y α))]

tr(XX)tr(Y Y )
= (since tr is linear and X ⊗X constant)

=
tr((X ⊗X)E[Y α ⊗ Y α])

tr(XX)tr(Y Y )

where the expectation of the square matrix E[Y α ⊗ Y α], which we call Ỹ , is defined by

Ỹ = E[Y α ⊗ Y α] =

∑
α∈A(m,n)

Y α ⊗ Y α

|A(m,n)|
∈ Rm2×m2

and, entrywise, it is defined by

Ỹ(ik)(jl) =

∑
α∈A(m,n)

Y α
ij Y

α
kl

|A(m,n)|
=

∑
α∈A(m,n),α(i) 6=⊥,α(j)6=⊥,α(k)6=⊥,α(l) 6=⊥

Yα(i)α(j)Yα(k)α(l)

|A(m,n)|

The variance-covariance matrix for random matrices Y α

V ar[Y α] = E[Y α ⊗ Y α]− E[Y α]⊗ E[Y α]
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can be seen as the matrix equivalent of the variance-covariance matrix for random vectors.
In particular, V ar[Y α] contains the variance of all the elements Y α

ij , V ar[Y α
ij ] = Cov[Y α

ij , Y
α
ij ]

and the covariances Cov[Y α
ij ,Y α

kl ] between every pair of matrix elements Y α
ij , Y α

kl , where i 6= k
or j 6= l. Note that, differently from the vector case, the variance values V ar[Y α

ij ] are not all

on the main diagonal of V ar[Y α], since the expected value E[Y α
ij Y

α
ij ] in Ỹ = E[Y α ⊗ Y α] is

in position Ỹ(ii)(jj), which is on the main diagonal only when i = j.

In order to compute Ỹ , we need to consider four possible cases.

1. One match. Let 1 ≤ i, j, k, l ≤ m be four indices, such that |{i, j, k, l}| = 1. Without
loss of generality, assume that

{i, j, k, l} = {a} with 1 ≤ a ≤ m

Now, for every 1 ≤ b ≤ n there is at least one alignment α ∈ A(m,n) such that
α(a) = b. The total number of such alignments can be computed by(

s1 + s2

s1

)(
e1 + e2

e1

)
=

(
a− 1 + b− 1

a− 1

)(
m− a+ n− b

m− a

)
where

• s1 = a − 1, s2 = b − 1 are the lengths of the sub-sequences before a and b,
respectively

• e1 = m− a, e2 = n− b are the lengths of the sub sequences starting immediately
after a and b up to the end of the first and second sequence, respectively.

Then if 1 ≤ i, j, k, l ≤ m, {i, j, k, l} = {a} we have that

Ỹ(ij)(kl) = Ỹ(aa)(aa) =
n∑
b=1

(
a− 1 + b− 1

a− 1

)(
m− a+ n− b

m− a

)
(
m+ n

n

) YbbYbb (11)

As before, if we assume that Y is a binary symmetric matrix representing protein
contacts, we usually avoid do not consider contacts around the main diagonal. Then
the main diagonal of Ỹ is zero, i.e. for every 1 ≤ a ≤ m, Ỹ(aa)(aa) = 0 .

2. Two matches. Let 1 ≤ i, j, k, l ≤ m be four indices, such that |{i, j, k, l}| = 2.
Without loss of generality, assume that
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{i, j, k, l} = {a, b} and that 1 ≤ a < b ≤ m

Now, for every pair of indexes 1 ≤ c < d ≤ n there is at least one alignment α ∈ A(m,n)
such that α(a) = c, α(b) = d. The total number of such alignments can be computed
by (

s1 + s2

s1

)(
c1 + c2

c1

)(
e1 + e2

e1

)
=

(
a− 1 + c− 1

a− 1

)(
b− a− 1 + d− c− 1

b− a− 1

)(
m− b+ n− d

m− b

)
where (as we have seen before)

• s1 = a − 1, s2 = c − 1 are the lengths of the sub-sequences before a and c,
respectively

• c1 = b− a− 1, c2 = d− c− 1 are the lengths of the sub-sequences between a, b and
c, d , respectively

• e1 = m− b, e2 = n− d are the lengths of the sub sequences starting immediately
after b and d up to the end of the first and second sequence, respectively.

Then, if {i, j, k, l} = {a, b}, 1 ≤ a < b ≤ m, we have that

Ỹ(ik)(jl) =
n∑
c=1

n∑
d>c

(
a−1+c−1

a−1

)(
b−a−1+d−c−1

b−a−1

)(
m−b+n−d

m−b

)
|A(m,n)|

Yf(i)f(j)Yf(k)f(l) (12)

where

f(x) =

{
c if x = a
d if x = b

3. Three matches. If m ≥ 3 and n ≥ 3, let 1 ≤ i, j, k, l ≤ m be four indices, such that
|{i, j, k, l}| = 3. Without loss of generality, assume that

{i, j, k, l} = {a, b, c} and that 1 ≤ a < b < c ≤ m
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As before, for every set of indexes 1 ≤ d < e < f ≤ n there is at least one alignment
α ∈ A(m,n) such that α(a) = d, α(b) = e, α(c) = f . The total number of such
alignments can be computed by(

s1 + s2

s1

)(
c1 + c2

c1

)(
c′1 + c′2
c′1

)(
e1 + e2

e1

)
=

(
a− 1 + d− 1

a− 1

)(
b− a− 1 + e− d− 1

b− a− 1

)(
c− b− 1 + f − e− 1

c− b− 1

)(
m− c+ n− f

m− c

)
Then, if {i, j, k, l} = {a, b, c}, 1 ≤ a < b < c ≤ m, we have that

Ỹ(ik)(jl) =
n∑
d=1

n∑
e>d

n∑
f>e

(
s1 + s2

s1

)(
c1 + c2

c1

)(
c′1 + c′2
c′1

)(
e1 + e2

e1

)
|A(m,n)|

Yf(i)f(j)Yf(k)f(l) (13)

where

f(x) =


d if x = a
e if x = b
f if x = c

4. Four matches. If m ≥ 4 and n ≥ 4, let 1 ≤ i, j, k, l ≤ m be four indices, such that
|{i, j, k, l}| = 4. Without loss of generality, assume that

{i, j, k, l} = {a, b, c, d} and that 1 ≤ a < b < c < d ≤ m

As before, for every set of indexes 1 ≤ e < f < g < h ≤ n there is at least one
alignment α ∈ A(m,n) such that α(a) = e, α(b) = f, α(c) = g, α(d) = h. The total
number of such alignments can be computed by(

s1 + s2

s1

)(
c1 + c2

c1

)(
c′1 + c′2
c′1

)(
c′′1 + c′′2
c′′1

)(
e1 + e2

e1

)
=

(
a− 1 + e− 1

a− 1

)(
b− a− 1 + f − e− 1

b− a− 1

)(
c− b− 1 + g − f − 1

c− b− 1

)(
m− d+ n− h

m− d

)
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Then, if {i, j, k, l} = {a, b, c, d}, 1 ≤ a < b < c < d ≤ m, we have that

Ỹ(ik)(jl) =
n∑
e=1

n∑
f>e

n∑
g>f

n∑
h>g

(
s1+s2

s1

)(
c1+c2

c1

)(
c′1+c′2
c′1

)(
c′′1 + c′′2
c′′1

)(
e1 + e2

e1

)
|A(m,n)|

Yf(i)f(j)Yf(k)f(l) (14)

where

f(x) =


e if x = a
f if x = b
g if x = c
h if x = d

The calculation of each entry of the average matrix Ỹ can be done with Equations 11)
12, 13 and 14. The computation of the four matches in Equations 14 is computationally
challenging for large target sizes m. In particular, in a m2 ×m2 symmetric matrix Ỹ there
are

(
m
4

)
∼ m4 entries Ỹ(ik)(jl) such that |{i, j, k, l}| = 4 (i.e. the four matches case). The

summation in Equation 14 generally involves
(
n
4

)
∼ n4 terms, then the computational cost

for generating the Ỹ matrix is bounded by O(m4n4). If Y is sparse, such cost can be lowered
down to only O(m4k2), where k is the number of non-zero entries in Y . Thus, even when Y
is a native contact map, the computation of the Ỹ matrix is still extremely costly for large m.

The Ỹ matrix is also not easily approximable, both in terms of computational time and
memory usage. We tried some approaches for approximating Ỹ , all of which give poor esti-
mates of the Ỹ matrix. Some of the tried approaches include: i) computation of upper/lower
bounds by using Jensen’s inequality (extremely inaccurate); ii) approximation by Taylor ex-
pansion (doesn’t work since the trace is a linear function, thus it is not actually approximated
by the Taylor series); iii) estimation of the (four matches) entries in Equation 14 from the
(three matches) entries computed in Equation 13 (extremely inaccurate). As a further draw-
back, for real protein representation maps, the Ỹ matrices are typically huge (on the order of
few hundred Mega byte) in comparison to the Y matrices (few Mega bytes). By rounding to
zero all values lower than some small cutoff we can reduce the memory occupation. However,
while a cutoff equal to 10−10 provides a small reduction in size but doesn’t affect the variance
calculation, a slightly larger cutoff of 10−6 provides a much larger reduction but totally affects
the variance value, which very often becomes negative.

A different approach for estimating the variance of the rαc (X, Y ) coefficient is through ad-
hoc random alignment sampling (see Section 7.3). We remark that, the alignment sampling
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has been used to compute directly the variance of the rαc (X, Y ) coefficients. Alignment
sampling for the estimation of the Ỹ matrix is quite costly, since it involves the computation of
the Kronecked product for the aligned Y α matrices. In particular, at least when Y is a sparse
binary matrix, the estimation of Ỹ through sampling is slower than the exact computation,
even when the sampled size is small (e.g. on the order of few thousands alignments).

In conclusion, a much deeper investigation need to be done to exploit possible analytical
techniques that can reasonably approximate the variance calculation.

5 Expectation and variance over permutations

The expectation and variance over all permutations can be defined in terms of closed formu-
las that essentially depend on the sum of the elements in the two matrices. The expectation
formula has a simple characterization, while the variance is more complicated and involves
several different terms.

Definition 5.1. Any surjective and injective function σ : {1, .., n} → {1, .., n} is a permu-
tation.

For a given n, we denote with P (n) the set of all permutations σ : {1, .., n} → {1, .., n}.
The cardinality of the set P (n) is n!.

Given two symmetric matrices X, Y ∈ Rn×n and a permutation σ ∈ P (n), we can defined
the congruence coefficient with respect to permutation σ by

rσ(X, Y ) = rc(X, Y
σ) =

tr(XY σ)√
tr(XX)tr(Y σY σ)

=
tr(XY σ)√

tr(XX)tr(Y Y )
=

tr(Xσ−1
Y )√

tr(XX)tr(Y Y )

where Y σ is defined in Equation 6. Note that, as it happens for alignments, the normalization
factor of the congruence coefficient is invariant with respect to permutations. Furthermore,
note that, if σ1, σ2 ∈ P (n) are two permutations, then σ2 ◦ σ1 ∈ P (n), σ−1

1 , σ−1
2 ∈ P (n) and

σ−1
2 ◦ σ1 ∈ P (n). Then,

rc(X
σ1 , Y σ2) = rc(X, Y

σ−1
2 ◦σ1) = r

σ−1
2 ◦σ1
c (X, Y )

so we just need to consider permutations for only one of the two maps.

When X and Y have different sizes, we can add zero rows and columns to X and Y in
order to make them have the same sizes for calculation. The expectation and variance of the
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congruence coefficient are not affected by the added zero rows/columns, except for a multi-
plication factor that depends on the size of the recoded matrices. In detail, let X ∈ Rm×m,
Y ∈ Rn×n be two symmetric matrices and let σ ∈ P (N), with N ≥ max{m,n}, be a
permutation. We can recode X (resp. Y ) into a matrix X ′ ∈ RN×N by

X ′ij =

{
Xij if 1 ≤ i, j ≤ m
0 if m < i ≤ N or m < j ≤ N

We can then define rσc (X, Y ) by

rσc (X, Y ) = rσc (X ′, Y ′) =
tr(X ′Y ′σ)√

tr(X ′X ′)tr(Y ′Y ′)
=

tr(X ′Y ′σ)√
tr(XX)tr(Y Y )

We can show that, if we assume that the main diagonals of X ∈ Rm×m and Y ∈ Rn×n are
zero, the expected value and the variance of the congruence coefficient with respect to all
permutations σ ∈ P (N), with N ≥ max{m,n}, can be defined in terms of the following
quantities, that depend on X and Y but not on N :

• Σ(X) = Σ(X ′): sum of all elements in X

• Σ(X2) = Σ(X ′2) = tr(XX): sum of all squared elements in X

• Σ(XX) = Σ(X ′X ′): sum of all elements in the matrix product XX

Then, if the main diagonals of X ∈ Rm×m and Y ∈ Rn×n are zero and σ ∈ P (N), with
N ≥ max{m,n}:

E[rσc (X, Y )] =
Σ(X)Σ(Y )

N(N − 1)
√

Σ(X2)Σ(Y 2)
(15)

and

V ar[rσc (X, Y )] =
2

N(N − 1)
+

4 [Σ(XX)− Σ(X2)] [Σ(Y Y )− Σ(Y 2)]

N(N − 1)(N − 2)Σ(X2)Σ(Y 2)
+ (16)

+
[Σ(X)2 − 4Σ(XX) + 2Σ(X2)] [Σ(Y )2 − 4Σ(Y Y ) + 2Σ(Y 2)]

N(N − 1)(N − 2)(N − 3)Σ(X2)Σ(Y 2)
+

− Σ(X)2Σ(Y )2

N2(N − 1)2Σ(X2)Σ(Y 2)

If N = m + n, it is easy to see that the set of permutations P (m + n) strictly contains the
set of all possible alignments between X and Y .
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The expectation and variance formulas for general symmetric matrices can be computed
equivalently (the variance formula is much larger). Also for the general case, the expecta-
tion and variance are not affected by the zero rows/columns added in X ′ and Y ′, since their
formulas are defined in terms of quantities (summations) that depend on X, Y , and of a
multiplication factor that depends on N .

In the following sections we show how to obtain E[rσc (X, Y )] and V ar[rσc (X, Y )] when
X, Y have zero main diagonals and also for the general case where the main diagonals are
not zero.

5.1 Expectation of the congruence coefficient over all possible per-
mutations

Let X ∈ Rn×n, Y ∈ Rn×n be two symmetric matrices. The expectation of the congruence
coefficient rσc (X, Y ) over all n! permutations σ ∈ P (n) is defined by

E[rσc (X, Y )] =

∑
σ∈P (n)

rσc (X, Y )

n!
=

=

∑
σ∈P (n)

tr(XY σ)

n!
√
tr(XX)tr(Y Y )

=
E[tr(XY σ)]√
tr(XX)tr(Y Y )

We need to solve the expectation of the trace of the product between X and Y over all
permutations σ.
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E[tr(X, Y σ)] =

∑
σ∈P (n)

n∑
i=1

n∑
j=1

XijYσ(i)σ(j)

n!

=

∑
σ∈P (n)

n∑
i=1

XiiYσ(i)σ(i)

n!
+

∑
σ∈P (n)

n∑
i=1

n∑
j=1,j 6=i

XijYσ(i)σ(j)

n!
=

=

n∑
i=1

Xii

 ∑
σ∈P (n)

Yσ(i)σ(i)


n!

+

n∑
i=1

n∑
j=1,j 6=i

Xij

 ∑
σ∈P (n)

Yσ(i)σ(j)


n!

=

=

n∑
i=1

Xii

 ∑
σ∈P (n)

Yσ(i)σ(i)


n!

+

n∑
i=1

n∑
j=1,j 6=i

Xij

 ∑
σ∈P (n)

Yσ(i)σ(j)


n!

We have two possible cases:

1. Diagonal elements. If σ(i) = k, there are (n− 1)! permutations σ′ ∈ P (n) such that
σ′(i) = k. Then

∑
σ∈P (n)

Yσ(i)σ(i) = (n− 1)!
n∑
k=1

Ykk = (n− 1)!tr(Y )

from which we obtain:

n∑
i=1

Xii

 ∑
σ∈P (n)

Yσ(i)σ(i)


n!

=
(n− 1)!tr(X)tr(Y )

n!
=
tr(X)tr(Y )

n

2. Non-diagonal elements. If σ(i) = k and σ(j) = l, there are (n − 2)! permutations
σ′ ∈ P (n) such that σ′(i) = k and σ′(j) = l. Then

∑
σ∈P (n)

Yσ(i)σ(j) = (n− 2)!
n∑
k=1

n∑
k 6=l=1

Ykl = (n− 2)!(Σ(Y )− tr(Y ))
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from which we obtain:

n∑
i=1

n∑
i 6=j=1

Xij

 ∑
σ∈P (n)

Yσ(i)σ(j)


n!

=
(n− 2)!(Σ(X)− tr(X))(Σ(Y )− tr(Y ))

n!
=

=
(Σ(X)− tr(X))(Σ(Y )− tr(Y ))

n(n− 1)

Putting altogether:

E[tr(XY σ)] =
tr(X)tr(Y )

n
+

(Σ(X)− tr(X))(Σ(Y )− tr(Y ))

n(n− 1)

Note that, the expected value of the trace of the product over all permutations is greatly sim-
plified in comparison to the expected value over all alignments. The reason is that (compare
the Diagonal elements case in this Section with case 1 in Section 4.2), if we fix a permutation
for an index i, say σ(i) = k, then we have that the number of permutations σ′ ∈ P (n), such
that σ′(i) = k, is equal to (n − 1)!, independently of i and k. On the contrary, if we fix a
matching for an index i, say α(i) = k, then the number of alignments α′ ∈ A(m,n), such
that α′(i) = k, is equal to

(
i−1+k−1
i−1

)(
m−i+n−k

m−i

)
, which highly depends on the indices i and k.

For example, if i = k = 1 the number of possible alignments compatible with such match are(
m−1+n−1

m−1

)
, while if i = 1 and k = n, the number of possible alignments is 1.

In order to simplify the computation (especially for the variance), we can define the ex-
pectation only in terms of sum of all the elements in the matrices X, Y and X̊ and Y̊ , where
X̊ is a matrix equal to X except for the main diagonal, which is zero:

X̊ij =

{
Xij i 6= j
0 i = j

We also use the following trivial equivalences to simply formulas:

• Σ(X̊) = Σ(X)− tr(X)

• tr(XX) = Σ(X2)

We can then define the expectation of the congruence coefficient over all permutations of
the Y matrix as

E[rσc (X, Y )] =
tr(X)tr(Y )

n
√

Σ(X2)Σ(Y 2)
+

Σ(X̊)Σ(Y̊ )

n(n− 1)
√

Σ(X2)Σ(Y 2)
(17)
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If we assume that the diagonals of X and Y are zero (and then X = X̊, Y = Y̊ ) we
get the shorter formula:

E[rσc (X, Y )] =
Σ(X)Σ(Y )

n(n− 1)
√

Σ(X2)Σ(Y 2)
(18)

5.2 Variance of the congruence coefficient over all possible permu-
tations

Let X ∈ Rn×n, Y ∈ Rn×n be two symmetric matrices. The variance of the congruence
coefficient rσc (X, Y ) over all n! permutations σ ∈ P (n) is defined by

V ar[rσc (X, Y )] =
E[tr(XY σ)2]− E[tr(XY σ)]2

tr(XX)tr(Y Y )

We need to solve the expectation of the squared trace of the product between X and Y over
all permutations σ.

E[tr(XY σ)2] =
1

n!

∑
σ∈P (n)

(
n∑
i=1

n∑
j=1

XijYσ(i)σ(j)

)2

=
1

n!

∑
σ∈P (n)

n∑
i=1

n∑
j=1

n∑
k=1

n∑
l=1

XijXklYσ(i)σ(j)Yσ(k)σ(l)

=
S1 + S2 + S3 + S4

n!

where the four quantities S1, S2, S3, S4 are defined as follows:

1. S1 =
n∑

i,j,k,l∈{1,..,n},|{i,j,k,l}|=1

XijXkl

∑
σ∈P (n)

Yσ(i)σ(j)Yσ(k)σ(l)

2. S2 =
n∑

i,j,k,l∈{1,..,n},|{i,j,k,l}|=2

XijXkl

∑
σ∈P (n)

Yσ(i)σ(j)Yσ(k)σ(l)

3. S3 =
n∑

i,j,k,l∈{1,..,n},|{i,j,k,l}|=3

XijXkl

∑
σ∈P (n)

Yσ(i)σ(j)Yσ(k)σ(l)
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4. S4 =
n∑

i,j,k,l∈{1,..,n},|{i,j,k,l}|=4

XijXkl

∑
σ∈P (n)

Yσ(i)σ(j)Yσ(k)σ(l)

Then we need to consider four distinct cases, where the first term, S1, has a simple closed
form, while the remaining terms are more complicated and involve complicated summations
over several indices. Also in this case, we give closed formulas in terms of the matrices
X,X2, XX, X̊, X̊2, X̊X̊, X̊X (resp. for Y ), where

• X̊ corresponds to the X matrix with zero diagonal

• X2 corresponds to the matrix X in which every element has been squared

• XX is the matrix product of X with itself

• XX̊ is the matrix product between X and X̊

The formulas can be then expressed in terms of matrix traces and sum of all elements in a
matrix:

• tr(X): trace of X

• Σ(X): sum of all elements in X

The complete formula for the expectation of the squared trace is:

E[tr(XY σ)2] =
(n−1)!S11+(n−2)!(S21+2S22+4S23)+(n− 3)! (2S31+4S32)+(n−4)!S41

n!

where:

• S11 = tr(X2)tr(Y 2)

• S21 =
[
tr2(X)− tr(X2)

] [
tr2(Y )− tr(Y 2)

]
• S22 = Σ(X̊2)Σ(Y̊ 2)

• S23 =
[
Σ(X̊X)− Σ(X̊X̊)

] [
Σ(Y̊ Y )− Σ(Y̊ Y̊ )

]
• S31 =

[
2Σ(X̊X̊) + Σ(X)Σ(X̊)− 2Σ(XX̊)− Σ(X̊)2

] [
2Σ(Y̊ Y̊ ) + Σ(Y )Σ(Y̊ )− 2Σ(Y Y̊ )− Σ(Y̊ )2

]
• S32 =

[
Σ(X̊X̊)− Σ(X̊2)

] [
Σ(Y̊ Y̊ )− Σ(Y̊ 2)

]
28



• S41 =
[
Σ2(X̊)− 4Σ(X̊X̊) + 2Σ(X̊2)

] [
Σ2(Y̊ )− 4Σ(Y̊ Y̊ ) + 2Σ(Y̊ 2)

]
If the matrices X and Y have zero diagonal, then tr(X) = tr(Y ) = tr(X2) = tr(Y 2) = 0,
X = X̊ and Y = Y̊ which implies that

S11 = S21 = S23 = S31 = 0

and then

E[tr(XY σ)2] =
2(n− 2)!S22 + 4(n− 3)!S32 + (n− 4)!S41

n!

In the following we show directly the result of the summations for the S1, S2, S3, S4, terms.
The calculation details can be found in Appendix A.

5.2.1 Term S1: summation over a unique index

The term S1 is given by the summation over a unique index i ∈ {1, .., n}.

S1 =
n∑

i,j,k,l∈{1,..,n},|{i,j,k,l}|=1

XijXkl

∑
σ∈P (n)

Yσ(i)σ(j)Yσ(k)σ(l) =

=
n∑
i=1

XiiXii

∑
σ∈P (n)

Yσ(i)σ(i)Yσ(i)σ(i) =

=
n∑
i=1

X2
ii

∑
σ∈P (n)

Y 2
σ(i)σ(i) = (by 1 in Appendix A)

= (n− 1)!tr(X2)tr(Y 2)

If we put

S11 = tr(X2)tr(Y 2)

we have that

S1 = (n− 1)!S11

If X and Y have zero diagonals, then the term S1 is equal to zero.
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5.2.2 Term S2: summation over two distinct indexes

The term S2 is given by the summation over two distinct indices i, j ∈ {1, ..n} with i 6= j.
The number of possible combination of two distinct indices is given by:

S2 =
n∑

i,j,k,l∈{1,..,n},|{i,j,k,l}|=2

XijXkl

∑
σ∈P (n)

Yσ(i)σ(j)Yσ(k)σ(l) =

=
n∑
i=1

n∑
i 6=j=1

XiiXjj

∑
σ∈P (n)

Yσ(i)σ(i)Yσ(j)σ(j)+

+ XijXij

∑
σ∈P (n) Yσ(i)σ(j)Yσ(i)σ(j) +XijXji

∑
σ∈P (n) Yσ(i)σ(j)Yσ(j)σ(i) +

+ XiiXij

∑
σ∈P (n) Yσ(i)σ(i)Yσ(i)σ(j) +XiiXji

∑
σ∈P (n) Yσ(i)σ(i)Yσ(j)σ(i) +

+ XijXii

∑
σ∈P (n) Yσ(i)σ(j)Yσ(i)σ(i) +XjiXii

∑
σ∈P (n) Yσ(j)σ(i)Yσ(i)σ(i)

]
Note that, since X (resp. Y) is symmetric, Xij = Xji (resp. Yσ(i)σ(j) = Yσ(j)σ(i)) and, since
the product is commutative,

XiiXij = XiiXji = XijXii = XjiXii (resp. for Yσ(i)σ(i)Yσ(i)σ(j))

Then the S2 summation reduces to:

S2 =
n∑
i=1

n∑
i 6=j=1

XiiXjj

∑
σ∈P (n)

Yσ(i)σ(i)Yσ(j)σ(j) + 2X2
ij

∑
σ∈P (n)

Y 2
σ(i)σ(j) + 4XiiXij

∑
σ∈P (n)

Yσ(i)σ(i)Yσ(i)σ(j)


where (see 5 in Appendix A)

n∑
i=1

n∑
i 6=j=1

XiiXjj

∑
σ∈P (n)

Yσ(i)σ(i)Yσ(j)σ(j) = (n− 2)! [tr2(X)− tr(X2)] [tr2(Y )− tr(Y 2)]

and (see 8 in Appendix A)

n∑
i=1

n∑
i 6=j=1

2X2
ij

∑
σ∈P (n)

Y 2
σ(i)σ(j) = 2(n− 2)! [Σ(X2)− tr(X2)] [Σ(Y 2)− tr(Y 2)] =

= 2(n− 2)!Σ(X̊2)Σ(Y̊ 2)
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and (see 6 in Appendix A)

n∑
i=1

n∑
i 6=j=1

4XiiXij

∑
σ∈P (n)

Yσ(i)σ(i)Yσ(i)σ(j) = 4(n− 2)!
[
Σ(X̊X)− Σ(X̊X̊)

] [
Σ(Y̊ Y )− Σ(Y̊ Y̊ )

]
If we put

• S21 =
[
tr2(X)− tr(X2)

] [
tr2(Y )− tr(Y 2)

]
• S22 = Σ(X̊2)Σ(Y̊ 2)

• S23 =
[
Σ(X̊X)− Σ(X̊X̊)

] [
Σ(Y̊ Y )− Σ(Y̊ Y̊ )

]
we have

S2 = (n− 2)! (S21 + 2S22 + 4S23)

If the main diagonals of X and Y are zero, and then X = X̊ (resp. Y = X̊), the S21 and S23

terms are zero, thus the S2 term reduces to

S2 = 2(n− 2)!Σ(X2)Σ(Y 2)

5.2.3 Term S3: summation over three distinct indexes

The term S3 is given by the summation over three distinct indices i, j, k ∈ {1, ..n} with
i 6= j 6= k. The number of possible combination of three distinct indices is given by:

S3 =
n∑

i,j,k,l∈{1,..,n},|{i,j,k,l}|=3

XijXkl

∑
σ∈P (n)

Yσ(i)σ(j)Yσ(k)σ(l) =

=
n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

XiiXjk

∑
σ∈P (n)

Yσ(i)σ(i)Yσ(j)σ(k) +XjkXii

∑
σ∈P (n)

Yσ(j)σ(k)Yσ(i)σ(i)+

+ XijXik

∑
σ∈P (n)

Yσ(i)σ(j)Yσ(i)σ(k) +XijXki

∑
σ∈P (n)

Yσ(i)σ(j)Yσ(k)σ(i) +

+ XjiXik

∑
σ∈P (n)

Yσ(j)σ(i)Yσ(i)σ(k) +XjiXki

∑
σ∈P (n)

Yσ(j)σ(i)Yσ(k)σ(i)
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As for S2, since X, Y are symmetric and the product is commutative, the above expression
simplifies into

S3 =
n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

2XiiXjk

∑
σ∈P (n)

Yσ(i)σ(i)Yσ(j)σ(k) + 4XijXik

∑
σ∈P (n)

Yσ(i)σ(j)Yσ(i)σ(k)


where (see 18 in Appendix A)

n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

2XiiXjk

∑
σ∈P (n)

Yσ(i)σ(i)Yσ(j)σ(k) =

2(n− 3)!
[
2Σ(X̊X̊) + Σ(X)Σ(X̊)− 2Σ(XX̊)− Σ(X̊)2

] [
2Σ(Y̊ Y̊ ) + Σ(Y )Σ(Y̊ )− 2Σ(Y Y̊ )− Σ(Y̊ )2

]
and (see 15 in Appendix A)

n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

4XijXik

∑
σ∈P (n)

Yσ(i)σ(j)Yσ(i)σ(k) = 4(n− 3)!
[
Σ(X̊X̊)− Σ(X̊2)

] [
Σ(Y̊ Y̊ )− Σ(Y̊ 2)

]

If we put

• S31 =
[
2Σ(X̊X̊) + Σ(X)Σ(X̊)− 2Σ(XX̊)− Σ(X̊)2

] [
2Σ(Y̊ Y̊ ) + Σ(Y )Σ(Y̊ )− 2Σ(Y Y̊ )− Σ(Y̊ )2

]
• S32 =

[
Σ(X̊X̊)− Σ(X̊2)

] [
Σ(Y̊ Y̊ )− Σ(Y̊ 2)

]
we have

S3 = (n− 3)! (2S31 + 4S32)

If the main diagonals of X and Y are zero, and then X = X̊ (resp. Y = X̊), the S31 term is
zero, thus the S3 term reduces to

S3 = 4(n− 3)! [Σ(XX)− Σ(X2)] [Σ(Y Y )− Σ(Y 2)]
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5.2.4 Term S4: summation over four distinct indexes

The term S4 is given by the summation over four distinct indices i, j, k, l ∈ {1, ..n} with
i 6= j 6= k 6= l (see 22 in Appendix A).

S4 =
n∑

i,j,k,l∈{1,..,n},|{i,j,k,l}|=4

XijXkl

∑
σ∈P (n)

Yσ(i)σ(j)Yσ(k)σ(l) =

=
n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

n∑
i,j,k 6=l=1

XijXkl

∑
σ∈P (n)

Yσ(i)σ(j)Yσ(k)σ(l) =

= (n− 4)!
[
Σ2(X̊)− 4Σ(X̊X̊) + 2Σ(X̊2)

] [
Σ2(Y̊ )− 4Σ(Y̊ Y̊ ) + 2Σ(Y̊ 2)

]
If he main diagonals of X and Y are zero, and then X = X̊ (resp. Y = X̊), the S4 term
becomes

S4 = (n− 4)!
[
Σ2(X)− 4Σ(XX) + 2Σ(X2)

] [
Σ2(Y )− 4Σ(Y Y ) + 2Σ(Y 2)

]
6 Statistical significance of the congruence coefficient

We describe a statistical hypothesis test for the congruence coefficient under the null hypoth-
esis that the coefficient is zero. The statistical significance of the congruence coefficient is
determined based on the angle between two unit vectors on the N -dimensional unit spere,
where the dimension N depends on the input matrices. We first give a formula for general
non-square matrices, and then we describe a statistical hypothesis test for symmetric and
sparse matrices.

First of all, for notational convenience we recode an X ∈ Rm×n matrix into a normalized
vectors of size nm.

~vX =
vec(X)

‖vec(X)‖

where ‖~v‖ =
√
~v · ~v =

√
tr(XX) is the Euclidean norm of ~v and

vec(X) = [X11, X12, ..., X1m, X21, X22, ..., X2m, ..., Xmm]

is the vectorization of matrix X, defined by
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vec(X)i(m−1)+j = Xij for 1 ≤ i ≤ m, 1 ≤ j ≤ n

Given two matrices X, Y ∈ Rm×n, the congruence coefficient can be recoded as the dot
product between the two unit vectors ~vX and ~vY .

rc(X, Y ) =
tr(XY T )√
XXT

√
Y Y T

=
vec(X) · vec(Y )

‖vec(X)‖‖vec(Y )‖
= ~vX · ~vY

The two unit vectors ~vX , ~vY can be seen as points on the surface of the N -dimensional
unit sphere, where N = |~vX | = |~vY | = mn is the size of the two vectors. In the same spirit,
the congruence coefficient can be seen as the cosine of the angle θ between the two unit
vectors

rc(X, Y ) = ~v · ~v = ‖~vX‖ ‖~vY ‖ cos(θ) = cos(θ)

Note that for any given N -dimensional unit vector ~v, there are infinite matrices X ∈ Rm×n

such that ~vX = ~v, e.g. for any constant a ∈ R, a 6= 0

~vaX = ~vX and rc(aX, Y ) = rc(X, Y )

hence, the surface of the N -dimensional unit sphere is completely represented by m×m ma-
trices. The statistical hypothesis testing for the congruence coefficient can be then recoded as
a statistical hypothesis testing on the angle between two unit vectors on the N -dimensional
unit sphere, under the null hypothesis that the two vectors are orthogonal. Strangely enough,
for the unit N -dimensional sphere the surface area reaches a maximum and then decreases
toward zero as the dimension N increases. As a counter effect, if we fix a reference surface
point ~u (e.g. ~u = {1/

√
N, ..1/

√
N}, |~v| = N) and an angle θ, the density of surface points

~v, such that ~u · ~v ≥ cos(θ), decreases as N increases. Hence, a statistical hypothesis test on
the angle between two unit vectors on the N -dimensional unit sphere need to include the
degree of freedom N in order to estimate the probability of rejecting the null hypothesis. The
simples solution is to consider the fraction of the area of the hyper-spherical cap identified
by the angle between the ~vX , ~vY vectors (see Fig. 1.a).

The area of the N -dimensional unit sphere is defined by

AN =
2πN/2

Γ(N/2)
(19)

where Γ is the gamma function. The area of the hyper-spherical cap identified by some θ
angle on a N -dimensional unit sphere is defined by [Li, 2011]

A
cap(θ)
N =

1

2
ANIsin2(θ)

(
N − 1

2
,
1

2

)
(20)
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  u⃗Y

  u⃗X   z⃗

Figure 1: Hyperspherical caps: Area (a) and Volume (b)

where I is the regularized incomplete beta function. By combining Equations 19 and 20 and
by using the well known trigonometric equivalences

θ = arccos(cos(θ)), sin2(θ) = 1− cos2(θ)

we can define the two-tailed test of the congruence coefficient as the ratio between the hyper-
spherical cap area and the total sphere area:

Pr(|rc| > p) =
A
cap(arccos(p))
N

AN
= I1−p2

(
N − 1

2
,
1

2

)
(21)

where p = rc(X, Y ) = cos(θ) and N = mn is the degree of freedom. The right-tailed
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statistical test is defined by:

Pr(rc > p) =


1

2
I1−p2

(
N − 1

2
,
1

2

)
p ≥ 0

1− 1

2
I1−p2

(
N − 1

2
,
1

2

)
p < 0

(22)

As it happens for the Pearson’s correlation statistical test, the drawback of Equations 21
and 22 is that for large degrees of freedom (i.e. large matrices) small coefficients different
from 0 are highly statistically significant. However, the degree of freedom can be reduced in
some special cases. For example, if two matrices X, Y ∈ Rm×m are symmetric and their first
k main diagonals are zero, the dimensionality N can be reduced to (m − k + 1)(m − k)/2
since the congruence coefficient can be recoded for the non-zero half of the matrices. For
instance, if vec(X) (resp. vec(Y )) is the vectorization of the the upper triangular part of X,
starting from diagonal k + 1,

vec(X) = [X1(k+1), X1(k+2), ..., X1m, X2(k+2), X2(k+3), ..., X2m, ...]

it is easy to see that ~vX = vec(X)
‖vec(X)‖ is a point on the surface of the N -dimensional unit sphere,

where N = (m− k + 1)(m− k)/2. Furthermore,

tr(XY ) = 2 vec(X) · vec(Y ) and tr(XX) = 2 vec(X) · vec(X)

which implies the following equivalence:

rc(X, Y ) =
2 vec(X) · vec(Y )√

2 ‖vec(X)‖
√

2 ‖vec(Y )‖
= ~vX · ~vY

An even stronger reduction of the degree of freedom can be achieved for sparse symmetric ma-
trices. In this case the statistical hypothesis test is based on the volume of the N -dimensional
unit sphere. Formally, let X, Y ∈ Rm×m be two symmetric matrices with (at least) zero main
diagonal and let ~vX , ~vY the normalized vectors corresponding to their upper triangular parts,
respectively. Assume that Y is a sparse matrix and let I be the set of indices, defined by

I ⊂ {1, ..., |~vY |} such that i ∈ I if and only if (~vY )i 6= 0

That is, I encodes the indices of the non-zero elements in ~vY , that correspond to the non-zero
elements in the upper triangular part of matrix Y . Now, let ~uX and ~uY be the sub-vectors
of ~vX and ~vY , respectively, corresponding to I indices:
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~uX = {(~vX)I1 , (~vX)I2 , ...} and ~uY = {(~vY )I1 , (~vY )I2 ...}

It is easy to see that, since we removed only the zero elements in ~vY , and the corresponding
elements in ~vX ,

rc(X, Y ) = ~vX · ~vY = ~uX · ~uY

and

0 ≤ ‖~uX‖ ≤ ‖~uY ‖ = 1

That is, ~uY has still length 1, while ~uX can have a length smaller than 1. The two vectors
~uX , ~uY can then be seen as an inner point and a surface point, respectively, of the N -
dimensional unit sphere, where N = |~uX | = |~uY | is the number of non-zero elements in the
upper triangular part of Y . As before, for any given vector ~u such that 0 ≤ ‖~u‖ ≤ 1 and
|~u| = N , there are infinite symmetric matrices X, such that ~uX = ~u. Then all the surface and
inner point of the N -dimensional unit sphere are completely covered by symmetric matrices.

The vector norm ‖~uX‖ and the angle φ between ~uX and ~vY identify a hyper-spherical cap
on the N -dimensional unit sphere (see Fig. 1.b). The angle θ, defining the hyper-spherical
cap, is easily computed by using some geometric properties of the dot product between two
vectors. First of all,

rc(X, Y ) = ~uX · ~uY = ‖~uX‖ ‖~uY ‖ cos(φ) = ‖~uX‖ cos(φ)

where φ is the angle between ~uX and ~uY , and ‖~uX‖ cos(φ) is the length of the scalar projection
of the ~uX vector in the direction of the ~uY vector (see Fig. 1.b). We need to identify
the hyper-spherical cap containing all (inner and surface) points ~w of the sphere such that
~w · ~uY ≥ ~uX · ~uY , i.e. the length of the scalar projection of ~w in the direction of ~uY is greater
than or equal to ‖~uX‖ cos(φ). Such hyper-spherical cap is identified by the angle between
any surface point, say ~z, such that (see Fig. 1.b)

~z · ~uY = ~uX · ~uY = ‖~uX‖ cos(φ).

Then we have that:

cos(θ) =
~z

‖~z‖
· ~uY
‖~uY ‖

= ~z · ~uY = ~uX · ~uY = rc(X, Y )

Then, if Y is a symmetric and sparse matrix, we can compute the statistical significance of
the rc(X, Y ) coefficient as the ratio between the volume of the N -hyper-spherical cap identi-
fied by the angle θ and the volume of theN -dimensional unit sphere, where cos(θ) = rc(X, Y )

37



and N is the number of non-zero elements in the upper triangular part of Y . The volume of
the N -dimensional unit sphere is defined by

VN =
πN/2

Γ(N/2 + 1)
(23)

where Γ is the gamma function. The volume of the hyper-spherical cap identified by angle θ
in a N -dimensional unit sphere is defined by [Li, 2011]

V
cap(θ)
N =

1

2
VNIsin2(θ)

(
N + 1

2
,
1

2

)
(24)

where I is the regularized incomplete beta function. By combining Equations 23 and 24 we
obtain the two-tailed statistical significance formula for the congruence coefficient:

P (|rc| > p) =
V
cap(arccos p)
N

VN
= I1−p2

(
N + 1

2
,
1

2

)
(25)

where p = rc(X, Y ) and N is the number of non-zero elements in the upper triangular part
of Y . The right-tailed formula is defined by:

Pr(rc > p) =


1

2
I1−p2

(
N + 1

2
,
1

2

)
p ≥ 0

1− 1

2
I1−p2

(
N + 1

2
,
1

2

)
p < 0

(26)

where, again, p = rc(X, Y ) and N is the number of non-zero elements in the upper triangular
part of Y .

Note that Equations 25 and 26 can be used also for assessing the statistical significance
of the congruence coefficient between two aligned maps rαc (X, Y ), as defined in Equation 7.
In this case, since tr(XY α) = tr(Xα−1

Y ) the degree of freedom N can be chosen to be the
number of non-zero elements in the upper triangular part of either X ∈ Rm×m or Y ∈ Rn×n.

In database searches, if X is the target map, Y some template map and α and alignments
between X and Y , by choosing

N = number of non-zero elements in the upper triangular part of X

we have that Pr(rc > rαc (X, Y )) is equivalent to computing Pr(rc > rαc (X, Y ) | X), which
gives the probability of (uniformly) sampling a random matrix Y ′ ∈ Rm×m such that
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rc(X, Y
′) > rαc (X, Y ).

Then, given two symmetric matrices with zero main diagonal X, Y and an alignment α
between X and Y , we can detect whether there is a statistically significantly similarity (at
standard significance level 0.05) between X and Y if

Pr(rc > rαc (X, Y ) | X) < 0.05 and Pr(rc > rαc (X, Y ) | Y ) < 0.05

We remark that, if Y ∈ Rn×n (resp. for X) is a distance matrix, only the main diagonal is
zero, then the degree of freedom N = n ∗ (n− 1)/2 can be quite large for large sizes n. This
implies that, every congruence coefficient rαc (X, Y ) sufficiently larger than 0 is statistically
significant but this does not necessarily mean that X and Y are statistically significantly
similar. The issue here is that

Pr(rc > rαc (X, Y ) | Y )

gives the probability of observing a congruence coefficient greater than rαc (X, Y ) if X ∈ Rm×m

is randomly sampled. In real case scenarios, X can be a real or predicted distance map, while
a randomly sampled m × m matrix is generally not a physical distance map. That is, the
space of (real/predicted) m × m distance maps is much smaller than the space of random
m × m symmetric matrices. We have the same problem when Y is a contact map, but in
this case the typically low degree of freedom we use for contact maps can still detect non
significant similarities between two maps.

7 Tests

7.1 Template and Benchmark Data

Benchmark data sets were obtained from the CASP repository (http://predictioncenter.
org). For contact-based fold recognition assessment, we selected all residue-residue contact
predictions submitted to the CASP12 and CASP13 experiments. When a group submitted
multiple models for the same target, we selected only the first model. For distance-based
fold recognition assessment, we decided to simulate predicted distance maps by recovering
them from the structural predictions at CASP12 and CASP13 (likewise using only the first
model). This was necessary since distance map predictions were used as an intermediary
step, rather than as a standalone problem, and such predictions were not available. We
considered only the CASP targets for which the experimentally determined structure was
available in the PDB (http://www.rcsb.org/) and the fold annotation was available in the
ECOD classification [Cheng et al., 2014].
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Template data were obtained from the ECOD database (version develop 238, 06/14/2019).
ECOD provides a hierarchical classification of protein domains, from experimentally deter-
mined PDB protein structures, according to their evolutionary relationships. Protein do-
mains are classified with respect to four groups: the F-group groups domains with significant
sequence similarity, the T-group groups domains with similar topological connections, the
H-group groups domain that are considered homologous based on different attributes (e.g.
functional similarity, literature), the X-group groups domains that are potentially homolo-
gous although there is not yet adeguate evidence to support their homology relationship. The
ECOD pipeline uses of the structural alignment tool DaliLite [Holm and Park, 2000] only if
a protein chain remains unclassified after sequence- similarity-based searches. The ECOD
database provides a broader coverage of the CASP targets compared to other structural
classifications, such as SCOPe [Chandonia et al., 2018] or SCOP2 [Andreeva et al., 2020].

We downloaded the ECOD pre-filtered subset at 40% sequence identity, consisting of
29,512 pdb-style domain files. We added 34 CASP13-related domains from the complete
ECOD distribution which were not available in the subset. In order to prevent any sequence
homology bias in our tests, we removed from the ECOD dataset all protein domains found
by a hmmsearch [Eddy, 2011] and HHsearch [Steinegger et al., 2019] scans of the CASP12
and CASP13 targets against the ECOD database. In order to perform an hmmsearch scan
of the ECOD domains, we built HMM profiles for the CASP targets by using hmmbuild
on the multiple alignments returned by a jackhammer scan against the UniRef90 protein
sequence database. The CASP HMM profiles have been then searched against the ECOD
sequence database for the pre-filtered subset with hmmsearch by using default parameters.
The CASP HMM profiles for HHsearch have been built by using hhmake on the multiple
alignments returned by an hhblits scan (2 iterations) of the UniRef30 2020 03 database. We
then searched with HHsearch (by using default parameters) such profiles against the pre-
computed set of ECOD HMMs available at the ECOD website. Such scans filtered-out all
the ECOD domains at the Family level of similarity with the CASP targets.

We further removed any domains shorter than 15 residues and domain files containing
errors preventing parsing. In order to identify a subset of hard targets, we matched the
FM (Free Modeling) domains of the CASP targets with the domains identified in ECOD.
Performances on the FM targets were assessed on their FM domains only. Native contact
and distance maps were extracted from the ECOD pdb domain files.

In predicted and native maps, we did not take into account contacts or distances between
residues with sequence separation less than 6, as these are not informative of protein tertiary
structure. The corresponding entries were set to 0. Furthermore un order to give more
weight to short distances in Equation (5), we transformed the distance maps by taking the
reciprocal of each distance (distances equal to 0 remain unchanged). Such a transformation
basically converts distance maps into weighted contact maps. Preliminary tests showed that,
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Dataset #Targets (#FM) #RR Pred #REG Pred #ECOD templates

CASP12 34 (12) 1,109 2,567 27,077
CASP13 23 (8) 956 1,842 27,112

Table 1: Benchmark set statistics. #Targets: number of CASP targets with fold annotation.
#FM: number of targets containing FM domains. RR Pred: residue-residue contact predic-
tions. REG Pred: regular structure predictions. #ECOD templates: number of sequence
homology-free ECOD templates

Method Avg Time CASP12 Avg Time CASP13

EigenThreader 41m 52m
AlEigen 2.8h 3.9h
Map Align 6d 8.7d
CE 4.7d 4.9d
TM-align 2.2h 2.2h

Table 2: Average running time per prediction. m=minutes, h=hours, d=days

on average, such transformation provides slightly better performance over using the raw
distances (data not shown).

The exact number of ECOD templates used in our experiments, as well as the targets
and FM targets in the two CASP benchmark sets, are shown in Table 1.

7.2 Benchmark software

We considered three heuristic contact map overlap programs for performance comparison:
AlEigen [Di Lena et al., 2010], EigenThreader [Buchan and Jones, 2017], and Map Align
[Ovchinnikov et al., 2017]. AlEigen, EigenThreader, and Map Align have their own specific
scoring schemes for database searches. AlEigen simply uses the CMO (Contact Map Overlap)
score [Godzik et al., 1992, Goldman et al., 1999], which is basically the trace of the product
between two aligned matrices, i.e. an unnormalized version of the congruence coefficient
score in Equation (5). Map align score is also based on the CMO score, the only difference
being that the matching contacts are weighted according to their sequence separation and
the final score takes into account the number of gaps in the alignment. EigenThreader uses a
score based on the t-test of the Pearson correlation between contact predictions and contact
distances in the template. The EigenThreader score is actually a weighted function, fitted
on some training data, of three variables: the t-statistic, the fraction of the target that is
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aligned, and the fraction of the template that is aligned. In some cases, EigenThreader’s
score function returns the same similarity score for thousands of different templates, which
makes it impossible to fairly select the top-scored templates. For this reason, when selecting
EigenThreader’s top-scored templates, we use the t-statistic as a secondary sorting key.

All three tools return an alignment between two input contact maps. We used such
alignments to calculate the corresponding congruence coefficient and its p-value, and thus
re-score the overlap similarity between target and template maps with respect to statistically
significant (at standard 0.05 threshold) rc scores.

The three contact map overlap tools were run as much as possible with standard/default
parameters in order to make the comparison fair and the running times reasonable. AlEigen
and EigenThreader approximate a two-dimensional map alignment by computing a one-
dimensional alignment between sets of eigenvectors associated with the maps. With both
AlEigen and EigenThreader we use 7 eigenvectors (the running time increases with the num-
ber of eigenvectors). Map Align exploits an iterative double dynamic programming approach.
It was run by limiting the number of iterations to 5, instead of the suggested 20, due to the
long running time required to process a target against the ECOD dataset (see Table 2).

Unlike the maximum CMO problem, the standalone distance map alignment problem has
received little or no attention in the literature. To the best of our knowledge, distance map
alignment has only been used as a preprocessing step in some structural alignment tools,
such as DaliLite [Holm and Park, 2000]. For this reason, for performance comparison, we
decided to use two popular structural alignments tools, CE [Shindyalov and Bourne, 1998]
and TM-Align [Zhang and Skolnick, 2005], and recover the distance map alignments from
the structural alignments computed by both tools. Our choice of structural alignment tools
has been driven mainly by speed considerations due to the very large number of comparison
performed in our tests (over 52M comparisons). The fold recognition performances of CE
are assessed by considering the Z-scores as the primary key, and the CE raw scores as the
secondary key. For the TM-align performance, we use the TM-score [Xu and Zhang, 2010].

The average running times of the benchmarked methods are summarized in Table 2.

7.3 Approximation of expectation and variance

We compare the true mean and standard deviation of the congruence coefficient (over all
possible alignments) computed for all pairs of targets and templates in the CASP12 and
CASP13 datasets against sampling/permutation mean and standard deviation. Due to the
large computational times needed to compute the true standard deviation, in the comparison
tests we just consider the true standard deviation computed for target and templates of small
sizes: all templates of size ≤ 50 and targets of size ≤ 150 for contact maps, and all templates
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of size ≤ 50 and targets of size ≤ 100 for distance maps. Conversely, the true mean has been
computed for all pairs of targets and templates.

For a pair X ∈ Rm×m (target map) and Y ∈ Rn×n (template map), the mean and
standard deviation of the congruence coefficient with respect to all permutations of Y has
been computed with the closed formulas in Section 5, with N = m+ n. The sampling mean
and standard deviation has been computed by generating random alignments in the following
way. Given two symmetric matrices X ∈ Rm×m and Y ∈ Rn×n we have that (see Section 4.1)

fk(m,n) =

(
m
k

)(
n
k

)(
m+n
n

) , 0 ≤ k ≤ min{m,n}

is the fraction of alignments that match exactly k positions in X with k positions in Y . If K
is the number of random alignments that we want to sample, for each 0 ≤ k ≤ min{m,n},
we randomly sample dfk(m,n) ∗Ke distinct alignments. That is, the number of sampled
alignments with respect to matching size k is proportional to the fraction of total alignments
of size k between X and Y . The mean and standard deviation of the congruence coefficient
has been estimated by computing the rαc (X, Y ) for each sampled alignment α. In our tests
we fix K = 10, 000 for all target/template pairs.

The scatter plot of the comparison true vs sampling/permutation mean and standard
deviation for contact maps are in Figures 2 and 3, respectively. The equivalent scatter plots
for distance maps are in Figures 4 and 5. It is clear that sampling mean and standard
deviation from 10k random alignments are a very good approximation of the true mean and
standard deviation. This is also confirmed by the statistical measures shown in Table 3,
where we can see that the errors of the sampling mean/sd are on the average less than 1% of
the true value (MAPE metrics). Conversely, the permutation mean and standard deviations
do not provide good approximations, although its mean absolute error (MAE) is quite small
(see Table 3).
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Comparison Type R MAE MAPE MaxAE

True mean vs Sampling mean Contact maps 0.999 0.00004 0.55% 0.0012
True Sd vs Sampling Sd 0.999 0.00010 1.10% 0.0052
True mean vs Permutation mean 0.856 0.00217 31.50% 0.0586
True Sd vs Permutation Sd 0.851 0.00190 26.60% 0.0592

True mean vs Sampling mean Distance maps 0.999 0.00013 0.04% 0.0011
True Sd vs Sampling Sd 0.999 0.00010 0.35% 0.0008
True mean vs Permutation mean 0.993 0.00779 5.8% 0.0979
True mean vs Permutation mean 0.968 0.00320 11.33% 0.0177

Table 3: R = Pearson Correlation, MAE = Mean Absolute Error, MAPE = Mean Absolute
Percentage Error, MaxAE = Maximum Absolute Error
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Figure 2: Contact maps: mean Figure 3: Contact maps: standard deviation

Figure 4: Distance maps: mean Figure 5: Distance maps: standard deviation
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7.4 Fold recognition performances

7.4.1 Fold recognition with predicted contacts

For performance comparison, we search all residue-residue contact predictions submitted at
CASP for a single target against the ECOD templates. This implies a maximum number of
38 predictions per target at CASP12 and 46 at CASP13, i.e. the number of residue-residue
prediction groups in the two CASP editions. We consider only the first model if a single
group submitted more predictions for the same target.

In more detail, for a given CASP target X, the ECOD database scan returns a list of
mappings of the form:

<CASP prediction ID for target X, ECOD template ID, similarity score>,

where the similarity score is specific to the alignment method used for the search (AlEigen,
EIGENthreader, or Map Align) or according to the congruence coefficient applied to the
alignments returned by the three methods (AlEigen+rc, EIGENthreader+rc, Map Align+rc,
respectively). Such list of mappings is sorted according to the similarity score in order to
obtain a similarity ranking of the ECOD templates against the CASP target X. Each ECOD
template is ranked according to the first position in which it appears in the sorted list. Such
multiple map approach for fold recognition has been chosen in order to avoid having to make
an a priori selection of the best predictor(s), or best contact prediction(s), information that
is not available in a realistic blind test.

True Positive Rate (TPR) fold recognition performances have been assessed by selecting
the top-1, top-5, top-10 and top-20 unique templates identified by the search with multiple
predicted maps. For each top-k set, the TPR score is computed by counting the fraction
of targets for which at least one template with similar fold is in the top-k hits. We assess
the TPR performances separately for the three ECOD classes, Topology Level (T), Homol-
ogy Level (H) and Possible Homology Level (X), which implies that, for example, for TPR
assessment at the Topology Level we consider only the CASP targets that have been anno-
tated at the Topology Level in ECOD. The TPR performances on CASP12 and CASP13
benchmark sets, with respect to the three map alignment tools AlEigen, EigenTHREADER
and Map Align are summarized in Table 4. The TPR performances restricted to FM (Free
Modelling) targets only are shown in Table 5. The two tables compares the performances
of the three tools with their specific scoring schemes against those obtained by using the
congruence coefficient, indicated by AlEigen+rc, EigenTHREADER+rc and Map Align+rc,
respectively. In Tables 4 and 5 we can notice that the fold recognition precision is overall
dramatically improved by the usage of the congruence coefficient for fitness ranking.

In Tables 6-9 we consider fold recognition performance by restricting contact predictions
to the top-5, top-10, top15 and top-20 best performing contact predictors at CASP12 and
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CASP13 (obtained by the official CASP rankings). Best predictors provide generally better
contact predictions, which should improve fold recognition performances. In fact, in Table
6-10, we can notice a general improvements in fold recognition accuracy for all methods with
their original ranking scores. Interestingly, the improvement is not relevant (or even absent)
with the usage of the congruence coefficient, which provides, anyway, the best fold recognition
performances.

top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

AlEigen CASP12 0.07 0.07 0.06 0.07 0.07 0.09 0.07 0.10 0.12 0.07 0.10 0.15
AlEigen+rc 0.18 0.27 0.29 0.25 0.30 0.35 0.25 0.33 0.44 0.39 0.43 0.53
EigenTHREADER 0.00 0.00 0.00 0.00 0.00 0.09 0.04 0.03 0.09 0.11 0.10 0.15
EigenTHREADER+rc 0.21 0.27 0.29 0.39 0.40 0.50 0.46 0.50 0.62 0.50 0.53 0.62
Map Align 0.07 0.07 0.06 0.07 0.07 0.06 0.07 0.10 0.12 0.11 0.10 0.15
Map Align+rc 0.43 0.43 0.50 0.46 0.50 0.56 0.50 0.53 0.65 0.64 0.67 0.71

AlEigen CASP13 0.11 0.20 0.26 0.17 0.25 0.35 0.22 0.30 0.43 0.22 0.30 0.43
AlEigen+rc 0.28 0.30 0.43 0.33 0.35 0.61 0.50 0.50 0.65 0.56 0.55 0.70
EigenTHREADER 0.11 0.10 0.13 0.11 0.20 0.26 0.17 0.20 0.30 0.22 0.25 0.35
EigenTHREADER+rc 0.33 0.35 0.52 0.50 0.60 0.70 0.61 0.65 0.74 0.61 0.65 0.78
Map Align 0.28 0.35 0.48 0.28 0.35 0.48 0.33 0.40 0.52 0.44 0.45 0.57
Map Align+rc 0.39 0.40 0.48 0.56 0.60 0.65 0.61 0.65 0.74 0.72 0.75 0.78

Table 4: Fold recognition performances with predicted contacts from all contact predictors. True Positive Rate
(TPR) fold recognition performances on CASP12 and CASP13 benchmark sets. The TPR performances are assessed with respect
to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology Level (28 targets in CASP12, 18 targets
in CASP13), (H) Homology Level (30 targets in CASP12, 20 targets in CASP13), (X) Possible Homology Level (34 targets in
CASP12, 23 targets in CASP13). EigenThreader, Map Align and AlEigen use their own scoring system EigenThreader+rc,
Map Align+rc and AlEigen+rc use statistically significant congruence coefficient. Best TPR performances per column on
CASP12 and CASP13 benchmark sets are highlighted in bold.
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top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

AlEigen CASP12 0.14 0.12 0.08 0.14 0.12 0.08 0.14 0.12 0.08 0.14 0.12 0.08
AlEigen+rc 0.00 0.12 0.17 0.00 0.12 0.17 0.00 0.25 0.33 0.29 0.38 0.42
EigenTHREADER 0.00 0.00 0.00 0.00 0.00 0.08 0.00 0.00 0.08 0.00 0.00 0.17
EigenTHREADER+rc 0.00 0.00 0.08 0.14 0.12 0.17 0.29 0.38 0.42 0.29 0.38 0.42
Map Align 0.14 0.12 0.08 0.14 0.12 0.08 0.14 0.12 0.08 0.14 0.12 0.08
Map Align+rc 0.00 0.00 0.17 0.00 0.12 0.25 0.14 0.25 0.33 0.43 0.50 0.42

AlEigen CASP13 0.17 0.29 0.25 0.17 0.29 0.25 0.17 0.29 0.25 0.17 0.29 0.25
AlEigen+rc 0.17 0.14 0.25 0.33 0.29 0.50 0.33 0.29 0.50 0.50 0.43 0.62
EigenTHREADER 0.17 0.14 0.12 0.17 0.14 0.12 0.17 0.14 0.12 0.17 0.14 0.12
EigenTHREADER+rc 0.17 0.14 0.25 0.50 0.43 0.50 0.50 0.43 0.62 0.50 0.43 0.62
Map Align 0.17 0.29 0.25 0.17 0.29 0.25 0.17 0.29 0.25 0.17 0.29 0.25
Map Align+rc 0.33 0.29 0.25 0.33 0.29 0.38 0.50 0.43 0.50 0.50 0.57 0.50

Table 5: Fold recognition performances on FM targets with predicted contacts from all contact predictors. True
Positive Rate (TPR) fold recognition performances on CASP12 and CASP13 benchmark sets. The TPR performances are
assessed with respect to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology Level (7 targets
in CASP12, 6 targets in CASP13), (H) Homology Level (8 targets in CASP12, 7 targets in CASP13), (X) Possible Homology
Level (12 targets in CASP12, 8 targets in CASP13). EigenThreader, Map Align and AlEigen use their own scoring system
EigenThreader+rc, Map Align+rc and AlEigen+rc use statistically significant congruence coefficient. Best TPR performances
per column on CASP12 and CASP13 benchmark sets are highlighted in bold.

top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

AlEigen CASP12 0.14 0.17 0.18 0.14 0.20 0.24 0.14 0.23 0.26 0.21 0.27 0.29
AlEigen+rc 0.21 0.27 0.32 0.39 0.43 0.47 0.39 0.47 0.50 0.46 0.53 0.53
EigenTHREADER 0.11 0.13 0.15 0.18 0.23 0.32 0.21 0.27 0.35 0.25 0.37 0.50
EigenTHREADER+rc 0.29 0.30 0.41 0.36 0.37 0.44 0.36 0.40 0.50 0.36 0.40 0.50
Map Align 0.18 0.23 0.24 0.18 0.23 0.26 0.21 0.30 0.35 0.29 0.30 0.35
Map Align+rc 0.32 0.37 0.41 0.46 0.50 0.59 0.50 0.53 0.59 0.54 0.57 0.59

AlEigen CASP13 0.28 0.35 0.48 0.28 0.35 0.48 0.33 0.40 0.52 0.33 0.40 0.52
AlEigen+rc 0.39 0.40 0.57 0.50 0.55 0.65 0.56 0.60 0.70 0.61 0.65 0.70
EigenTHREADER 0.28 0.30 0.39 0.50 0.50 0.48 0.50 0.50 0.48 0.50 0.50 0.57
EigenTHREADER+rc 0.33 0.40 0.61 0.56 0.60 0.65 0.56 0.60 0.65 0.56 0.60 0.70
Map Align 0.39 0.45 0.57 0.44 0.50 0.61 0.56 0.60 0.70 0.56 0.60 0.70
Map Align+rc 0.39 0.45 0.57 0.67 0.65 0.70 0.67 0.65 0.78 0.67 0.70 0.78

Table 6: Fold recognition performances with predicted contacts from top-5 contact predictors. True Positive Rate
(TPR) fold recognition performances on CASP12 and CASP13 benchmark sets. The TPR performances are assessed with respect
to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology Level (28 targets in CASP12, 18 targets
in CASP13), (H) Homology Level (30 targets in CASP12, 20 targets in CASP13), (X) Possible Homology Level (34 targets in
CASP12, 23 targets in CASP13). EigenThreader, Map Align and AlEigen use their own scoring system EigenThreader+rc,
Map Align+rc and AlEigen+rc use statistically significant congruence coefficient. Best TPR performances per column on
CASP12 and CASP13 benchmark sets are highlighted in bold.
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top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

AlEigen CASP12 0.14 0.17 0.18 0.14 0.20 0.24 0.14 0.23 0.26 0.21 0.27 0.29
AlEigen+rc 0.21 0.37 0.38 0.36 0.43 0.47 0.43 0.50 0.53 0.46 0.53 0.56
EigenTHREADER 0.11 0.20 0.26 0.21 0.27 0.41 0.25 0.30 0.44 0.32 0.37 0.50
EigenTHREADER+rc 0.21 0.27 0.38 0.32 0.40 0.56 0.39 0.47 0.56 0.39 0.47 0.56
Map Align 0.18 0.23 0.24 0.18 0.23 0.26 0.21 0.30 0.35 0.29 0.30 0.35
Map Align+rc 0.32 0.47 0.53 0.46 0.53 0.59 0.54 0.60 0.65 0.57 0.63 0.68

AlEigen CASP13 0.33 0.40 0.52 0.33 0.40 0.52 0.39 0.45 0.57 0.39 0.45 0.57
AlEigen+rc 0.33 0.35 0.52 0.44 0.45 0.61 0.50 0.50 0.61 0.50 0.50 0.65
EigenTHREADER 0.39 0.40 0.43 0.50 0.50 0.48 0.50 0.50 0.48 0.50 0.50 0.57
EigenTHREADER+rc 0.28 0.35 0.57 0.56 0.55 0.65 0.56 0.55 0.70 0.56 0.55 0.74
Map Align 0.44 0.50 0.61 0.44 0.50 0.61 0.56 0.60 0.70 0.56 0.60 0.70
Map Align+rc 0.39 0.45 0.57 0.67 0.65 0.74 0.67 0.70 0.74 0.67 0.70 0.78

Table 7: Fold recognition performances with predicted contacts from top-10 contact predictors. True Positive Rate
(TPR) fold recognition performances on CASP12 and CASP13 benchmark sets. The TPR performances are assessed with respect
to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology Level (28 targets in CASP12, 18 targets
in CASP13), (H) Homology Level (30 targets in CASP12, 20 targets in CASP13), (X) Possible Homology Level (34 targets in
CASP12, 23 targets in CASP13). EigenThreader, Map Align and AlEigen use their own scoring system EigenThreader+rc,
Map Align+rc and AlEigen+rc use statistically significant congruence coefficient. Best TPR performances per column on
CASP12 and CASP13 benchmark sets are highlighted in bold.

top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

AlEigen CASP12 0.14 0.17 0.18 0.14 0.20 0.24 0.14 0.23 0.26 0.21 0.27 0.29
AlEigen+rc 0.21 0.30 0.35 0.29 0.40 0.41 0.36 0.47 0.47 0.39 0.50 0.50
EigenTHREADER 0.11 0.20 0.26 0.25 0.30 0.44 0.32 0.37 0.50 0.36 0.40 0.53
EigenTHREADER+rc 0.18 0.20 0.21 0.29 0.33 0.44 0.29 0.33 0.44 0.32 0.37 0.50
Map Align 0.18 0.23 0.24 0.18 0.23 0.24 0.21 0.30 0.35 0.29 0.30 0.35
Map Align+rc 0.29 0.40 0.44 0.43 0.50 0.53 0.46 0.53 0.59 0.50 0.57 0.62

AlEigen CASP13 0.22 0.30 0.39 0.22 0.30 0.43 0.33 0.40 0.52 0.33 0.40 0.52
AlEigen+rc 0.28 0.30 0.48 0.39 0.40 0.61 0.50 0.50 0.61 0.50 0.50 0.70
EigenTHREADER 0.33 0.40 0.43 0.44 0.45 0.48 0.44 0.45 0.48 0.44 0.45 0.52
EigenTHREADER+rc 0.22 0.30 0.52 0.56 0.55 0.65 0.56 0.55 0.70 0.56 0.55 0.74
Map Align 0.28 0.35 0.48 0.28 0.35 0.48 0.39 0.45 0.57 0.50 0.50 0.61
Map Align+rc 0.39 0.45 0.57 0.61 0.60 0.70 0.67 0.70 v0.74 0.67 0.70 0.74

Table 8: Fold recognition performances with predicted contacts from top-15 contact predictors. True Positive Rate
(TPR) fold recognition performances on CASP12 and CASP13 benchmark sets. The TPR performances are assessed with respect
to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology Level (28 targets in CASP12, 18 targets
in CASP13), (H) Homology Level (30 targets in CASP12, 20 targets in CASP13), (X) Possible Homology Level (34 targets in
CASP12, 23 targets in CASP13). EigenThreader, Map Align and AlEigen use their own scoring system EigenThreader+rc,
Map Align+rc and AlEigen+rc use statistically significant congruence coefficient. Best TPR performances per column on
CASP12 and CASP13 benchmark sets are highlighted in bold.
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top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

AlEigen CASP12 0.14 0.17 0.18 0.14 0.20 0.24 0.14 0.23 0.26 0.21 0.27 0.29
AlEigen+rc 0.18 0.27 0.32 0.25 0.33 0.38 0.32 0.40 0.44 0.32 0.40 0.44
EigenTHREADER 0.11 0.20 0.26 0.21 0.27 0.41 0.32 0.37 0.50 0.36 0.40 0.56
EigenTHREADER+rc 0.18 0.27 0.29 0.25 0.33 0.44 0.25 0.33 0.44 0.32 0.37 0.50
Map Align 0.18 0.23 0.24 0.18 0.23 0.24 0.21 0.30 0.35 0.29 0.30 0.35
Map Align+rc 0.36 0.40 0.41 0.46 0.50 0.53 0.46 0.50 0.56 0.54 0.57 0.62

AlEigen CASP13 0.17 0.25 0.35 0.17 0.25 0.35 0.22 0.35 0.43 0.33 0.40 0.48
AlEigen+rc 0.33 0.35 0.52 0.39 0.40 0.65 0.50 0.50 0.65 0.50 0.50 0.74
EigenTHREADER 0.28 0.30 0.35 0.39 0.40 0.43 0.44 0.45 0.48 0.44 0.45 0.57
EigenTHREADER+rc 0.28 0.35 0.57 0.44 0.45 0.61 0.50 0.50 0.61 0.50 0.50 0.70
Map Align 0.28 0.35 0.48 0.28 0.35 0.48 0.39 0.45 0.57 0.50 0.50 0.61
Map Align+rc 0.33 0.40 0.48 0.61 0.60 0.65 0.67 0.65 0.74 0.67 0.70 0.78

Table 9: Fold recognition performances with predicted contacts from top-20 contact predictors. True Positive Rate
(TPR) fold recognition performances on CASP12 and CASP13 benchmark sets. The TPR performances are assessed with respect
to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology Level (28 targets in CASP12, 18 targets
in CASP13), (H) Homology Level (30 targets in CASP12, 20 targets in CASP13), (X) Possible Homology Level (34 targets in
CASP12, 23 targets in CASP13). EigenThreader, Map Align and AlEigen use their own scoring system EigenThreader+rc,
Map Align+rc and AlEigen+rc use statistically significant congruence coefficient. Best TPR performances per column on
CASP12 and CASP13 benchmark sets are highlighted in bold.

top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

AlEigen CASP12 0.14 0.17 0.18 0.14 0.20 0.24 0.14 0.23 0.26 0.21 0.27 0.29
AlEigen+rc 0.18 0.27 0.32 0.21 0.30 0.35 0.29 0.37 0.41 0.36 0.43 0.47
EigenTHREADER 0.07 0.10 0.15 0.18 0.23 0.35 0.32 0.37 0.50 0.36 0.40 0.56
EigenTHREADER+rc 0.18 0.27 0.29 0.29 0.37 0.47 0.29 0.37 0.47 0.32 0.40 0.53
Map Align 0.18 0.23 0.24 0.18 0.23 0.24 0.21 0.30 0.35 0.29 0.30 0.35
Map Align+rc 0.43 0.43 0.44 0.46 0.50 0.53 0.46 0.50 0.56 0.54 0.57 0.62

AlEigen CASP13 0.17 0.25 0.30 0.17 0.25 0.39 0.17 0.25 0.39 0.33 0.40 0.52
AlEigen+rc 0.33 0.35 0.52 0.39 0.40 0.65 0.50 0.50 0.65 0.50 0.50 0.74
EigenTHREADER 0.28 0.30 0.35 0.39 0.40 0.52 0.39 0.40 0.52 0.39 0.40 0.57
EigenTHREADER+rc 0.28 0.35 0.57 0.44 0.45 0.61 0.50 0.50 0.61 0.50 0.50 0.70
Map Align 0.28 0.35 0.48 0.28 0.35 0.48 0.39 0.45 0.57 0.50 0.50 0.61
Map Align+rc 0.33 0.40 0.43 0.61 0.60 0.70 0.61 0.60 0.74 0.67 0.70 0.78

Table 10: Fold recognition performances with predicted contacts from top-25 contact predictors. True Positive
Rate (TPR) fold recognition performances on CASP12 and CASP13 benchmark sets. The TPR performances are assessed with
respect to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology Level (28 targets in CASP12, 18
targets in CASP13), (H) Homology Level (30 targets in CASP12, 20 targets in CASP13), (X) Possible Homology Level (34 targets
in CASP12, 23 targets in CASP13). EigenThreader, Map Align and AlEigen use their own scoring system EigenThreader+rc,
Map Align+rc and AlEigen+rc use statistically significant congruence coefficient. Best TPR performances per column on
CASP12 and CASP13 benchmark sets are highlighted in bold.
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7.4.2 Fold recognition with predicted distances/structures

As we have done with predicted contacts, we search all structure predictions submitted at
CASP for a single target against the ECOD templates. The database search has been per-
formed with two structural alignment tools, CE and TM-Align. Also in this case, for each
group we consider only the first submitted prediction. Distance maps have been recovered
from the predicted structures and distance map alignments from the structural alignments
returned by CE and TM-Align. Also here, we compare the folding recognition capabilities of
CE and TM-Align with their own scoring schemes against those obtained by using the con-
gruence coefficient, CE+rc and TM-Align+rc, respectively. In order to give more weight to
short distances, we transformed the distance maps by taking the reciprocal of each distance
(distances equal to 0 remain unchanged). Such transformation basically converts distance
maps as weighted contact map. Preliminary tests showed that on the average such trans-
formation provides slightly better performances than by using the real distances (data not
shown). The true positive rate performances on CASP12 and CASP13 benchmark sets are
summarized in Table 11. The TPR performances restricted to FM (Free Modelling) targets
only are shown in Table 12. In Tables 13-16 we show fold recognition performances by re-
stricting contact predictions to the top-5, top-10, top15 and top-20 best performing strucutre
predictors at CASP12 and CASP13 (obtained by the official CASP rankings).

In these tests we cannot detect any approach that is overall better than all the others
in all cases. The restriction to the best performing predictors in Tables 13-16 overall gives
better fold recognition accuracies for the CASP12 benchmark set and for some methods also
on CASP13.

top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

CE CASP12 0.29 0.37 0.35 0.43 0.53 0.56 0.43 0.53 0.56 0.46 0.53 0.56
CE+rc 0.36 0.40 0.35 0.43 0.47 0.50 0.54 0.57 0.56 0.54 0.57 0.56
TM-Align 0.21 0.33 0.35 0.39 0.43 0.53 0.54 0.57 0.59 0.61 0.60 0.62
TM-Align+rc 0.36 0.40 0.35 0.43 0.50 0.47 0.50 0.53 0.53 0.54 0.60 0.59

CE CASP13 0.33 0.40 0.43 0.39 0.50 0.57 0.44 0.55 0.65 0.50 0.55 0.65
CE+rc 0.39 0.45 0.48 0.56 0.60 0.61 0.61 0.65 0.70 0.61 0.65 0.74
TM-Align 0.50 0.55 0.61 0.50 0.60 0.70 0.56 0.65 0.74 0.56 0.65 0.74
TM-Align+rc 0.39 0.45 0.48 0.56 0.60 0.61 0.56 0.60 0.65 0.61 0.65 0.70

Table 11: Fold recognition performances with predicted distances/structures from all structure predictors. True
Positive Rate (TPR) fold recognition performances on CASP12 and CASP13 benchmark sets. The TPR performances are
assessed with respect to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology Level (28 targets in
CASP12, 18 targets in CASP13), (H) Homology Level (30 targets in CASP12, 20 targets in CASP13), (X) Possible Homology
Level (34 targets in CASP12, 23 targets in CASP13). CE and TM-Align use their own scoring system. CE+rc, and TM-Align+rc
use statistically significant congruence coefficient. Best TPR performances per column on CASP12 and CASP13 benchmark
sets are highlighted in bold.
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top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

CE 0.00 0.00 0.00 0.00 0.12 0.17 0.00 0.12 0.17 0.00 0.12 0.17
CE+rc 0.00 0.00 0.00 0.00 0.12 0.17 0.29 0.38 0.33 0.29 0.38 0.42
TM-Align 0.00 0.12 0.08 0.00 0.12 0.17 0.29 0.38 0.33 0.29 0.38 0.33
TM-Align+rc 0.00 0.00 0.00 0.14 0.25 0.25 0.14 0.25 0.33 0.29 0.38 0.33

CE 0.33 0.43 0.38 0.33 0.43 0.38 0.33 0.43 0.50 0.33 0.43 0.50
CE+rc 0.33 0.29 0.25 0.33 0.43 0.38 0.33 0.43 0.50 0.33 0.43 0.50
TM-Align 0.33 0.43 0.38 0.33 0.43 0.50 0.33 0.43 0.50 0.33 0.43 0.50
TM-Align+rc 0.33 0.29 0.25 0.33 0.43 0.38 0.33 0.43 0.50 0.33 0.43 0.50

Table 12: Fold recognition performances with predicted distances/structures on FM targets from all structure
predictors. True Positive Rate (TPR) fold recognition performances on CASP12 and CASP13 benchmark sets. The TPR
performances are assessed with respect to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology
Level (28 targets in CASP12, 18 targets in CASP13), (H) Homology Level (30 targets in CASP12, 20 targets in CASP13),
(X) Possible Homology Level (34 targets in CASP12, 23 targets in CASP13). CE and TM-Align use their own scoring system.
CE+rc, and TM-Align+rc use statistically significant congruence coefficient. Best TPR performances per column on CASP12
and CASP13 benchmark sets are highlighted in bold.

top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

CE CASP12 0.21 0.23 0.24 0.21 0.23 0.26 0.21 0.23 0.29 0.25 0.27 0.29
CE+rc 0.14 0.13 0.18 0.21 0.23 0.24 0.21 0.23 0.24 0.21 0.23 0.24
TM-Align 0.14 0.13 0.15 0.18 0.17 0.18 0.21 0.20 0.21 0.25 0.23 0.24
TM-Align+rc 0.14 0.13 0.18 0.18 0.17 0.18 0.18 0.20 0.21 0.25 0.27 0.26

CE CASP13 0.44 0.50 0.61 0.61 0.65 0.74 0.67 0.70 0.83 0.67 0.70 0.83
CE+rc 0.44 0.50 0.61 0.61 0.60 0.65 0.67 0.65 0.78 0.78 0.75 0.83
TM-Align 0.39 0.55 0.57 0.56 0.65 0.70 0.56 0.65 0.70 0.56 0.65 0.70
TM-Align+rc 0.44 0.55 0.57 0.61 0.65 0.70 0.67 0.65 0.70 0.67 0.65 0.74

Table 13: Fold recognition performances with predicted distances/structures from top-5 structure predictors.
True Positive Rate (TPR) fold recognition performances on CASP12 and CASP13 benchmark sets. The TPR performances
are assessed with respect to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology Level (28
targets in CASP12, 18 targets in CASP13), (H) Homology Level (30 targets in CASP12, 20 targets in CASP13), (X) Possible
Homology Level (34 targets in CASP12, 23 targets in CASP13). CE and TM-Align use their own scoring system. CE+rc, and
TM-Align+rc use statistically significant congruence coefficient. Best TPR performances per column on CASP12 and CASP13
benchmark sets are highlighted in bold.
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top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

CE CASP12 0.46 0.50 0.53 0.54 0.60 0.59 0.57 0.63 0.62 0.61 0.63 0.68
CE+rc 0.32 0.37 0.50 0.54 0.57 0.56 0.54 0.57 0.56 0.57 0.63 0.62
TM-Align 0.43 0.47 0.44 0.57 0.57 0.59 0.57 0.57 0.59 0.57 0.57 0.59
TM-Align+rc 0.54 0.57 0.53 0.54 0.60 0.59 0.61 0.63 0.62 0.61 0.67 0.68

CE CASP13 0.50 0.60 0.65 0.56 0.60 0.65 0.67 0.70 0.78 0.72 0.75 0.83
CE+rc 0.44 0.50 0.57 0.61 0.60 0.65 0.67 0.70 0.83 0.72 0.75 0.83
TM-Align 0.44 0.55 0.57 0.56 0.65 0.70 0.56 0.65 0.70 0.56 0.65 0.70
TM-Align+rc 0.44 0.55 0.61 0.67 0.70 0.65 0.67 0.70 0.70 0.67 0.70 0.74

Table 14: Fold recognition performances with predicted distances/structures from top-10 structure predictors.
True Positive Rate (TPR) fold recognition performances on CASP12 and CASP13 benchmark sets. The TPR performances
are assessed with respect to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology Level (28
targets in CASP12, 18 targets in CASP13), (H) Homology Level (30 targets in CASP12, 20 targets in CASP13), (X) Possible
Homology Level (34 targets in CASP12, 23 targets in CASP13). CE and TM-Align use their own scoring system. CE+rc, and
TM-Align+rc use statistically significant congruence coefficient. Best TPR performances per column on CASP12 and CASP13
benchmark sets are highlighted in bold.

top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

CE CASP12 0.50 0.53 0.53 0.54 0.63 0.62 0.54 0.63 0.65 0.64 0.67 0.71
CE+rc 0.43 0.47 0.56 0.57 0.60 0.59 0.57 0.60 0.59 0.61 0.67 0.65
TM-Align 0.43 0.47 0.44 0.61 0.57 0.59 0.61 0.57 0.59 0.61 0.57 0.59
TM-Align+rc 0.50 0.57 0.53 0.54 0.57 0.53 0.57 0.60 0.59 0.61 0.67 0.65

CE CASP13 0.44 0.55 0.61 0.50 0.55 0.61 0.61 0.65 0.74 0.67 0.70 0.83
CE+rc 0.44 0.50 0.57 0.61 0.60 0.65 0.67 0.70 0.83 0.72 0.75 0.83
TM-Align 0.44 0.55 0.57 0.56 0.65 0.70 0.56 0.65 0.70 0.56 0.65 0.70
TM-Align+rc 0.44 0.55 0.61 0.67 0.65 0.65 0.67 0.70 0.74 0.67 0.70 0.74

Table 15: Fold recognition performances with predicted distances/structures from top-15 structure predictors.
True Positive Rate (TPR) fold recognition performances on CASP12 and CASP13 benchmark sets. The TPR performances
are assessed with respect to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology Level (28
targets in CASP12, 18 targets in CASP13), (H) Homology Level (30 targets in CASP12, 20 targets in CASP13), (X) Possible
Homology Level (34 targets in CASP12, 23 targets in CASP13). CE and TM-Align use their own scoring system. CE+rc, and
TM-Align+rc use statistically significant congruence coefficient. Best TPR performances per column on CASP12 and CASP13
benchmark sets are highlighted in bold.
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top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

CE CASP12 0.50 0.53 0.53 0.54 0.63 0.62 0.57 0.67 0.65 0.64 0.67 0.71
CE+rc 0.39 0.43 0.53 0.54 0.53 0.53 0.54 0.53 0.53 0.61 0.67 0.65
TM-Align 0.46 0.50 0.47 0.57 0.53 0.56 0.61 0.57 0.59 0.61 0.57 0.59
TM-Align+rc 0.46 0.53 0.50 0.50 0.53 0.50 0.57 0.60 0.59 0.61 0.63 0.62

CE CASP13 0.44 0.55 0.61 0.50 0.55 0.61 0.61 0.65 0.78 0.67 0.70 0.83
CE+rc 0.50 0.55 0.57 0.72 0.70 0.74 0.72 0.75 0.87 0.78 0.80 0.87
TM-Align 0.44 0.55 0.57 0.56 0.65 0.70 0.56 0.65 0.70 0.56 0.65 0.70
TM-Align+rc 0.44 0.55 0.61 0.67 0.65 0.65 0.67 0.70 0.74 0.67 0.70 0.74

Table 16: Fold recognition performances with predicted distances/structures from top-20 structure predictors.
True Positive Rate (TPR) fold recognition performances on CASP12 and CASP13 benchmark sets. The TPR performances
are assessed with respect to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology Level (28
targets in CASP12, 18 targets in CASP13), (H) Homology Level (30 targets in CASP12, 20 targets in CASP13), (X) Possible
Homology Level (34 targets in CASP12, 23 targets in CASP13). CE and TM-Align use their own scoring system. CE+rc, and
TM-Align+rc use statistically significant congruence coefficient. Best TPR performances per column on CASP12 and CASP13
benchmark sets are highlighted in bold.

top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

CE CASP12 0.46 0.50 0.53 0.54 0.60 0.59 0.61 0.67 0.65 0.64 0.67 0.71
CE+rc 0.39 0.43 0.53 0.54 0.53 0.53 0.54 0.53 0.53 0.57 0.60 0.59
TM-Align 0.39 0.47 0.44 0.54 0.50 0.53 0.54 0.50 0.53 0.57 0.53 0.56
TM-Align+rc 0.46 0.53 0.50 0.50 0.53 0.50 0.54 0.57 0.56 0.61 0.63 0.62

CE CSAP13 0.44 0.55 0.61 0.50 0.55 0.61 0.61 0.65 0.74 0.67 0.70 0.83
CE+rc 0.50 0.55 0.57 0.72 0.70 0.74 0.72 0.75 0.87 0.78 0.80 0.87
TM-Align 0.44 0.55 0.57 0.56 0.65 0.70 0.56 0.65 0.70 0.56 0.65 0.70
TM-Align+rc 0.50 0.55 0.61 0.67 0.65 0.65 0.67 0.70 0.74 0.67 0.70 0.74

Table 17: Fold recognition performances with predicted distances/structures from top-25 structure predictors.
True Positive Rate (TPR) fold recognition performances on CASP12 and CASP13 benchmark sets. The TPR performances
are assessed with respect to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology Level (28
targets in CASP12, 18 targets in CASP13), (H) Homology Level (30 targets in CASP12, 20 targets in CASP13), (X) Possible
Homology Level (34 targets in CASP12, 23 targets in CASP13). CE and TM-Align use their own scoring system. CE+rc, and
TM-Align+rc use statistically significant congruence coefficient. Best TPR performances per column on CASP12 and CASP13
benchmark sets are highlighted in bold.
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7.4.3 Fold recognition performance comparison on EigenTHREADER’s bench-
mark set

We test fold recognition performance on the benchmark set used in [Buchan and Jones, 2017]
to test EigenTHREADER. Benchmark data consists of 150 single chain, single domain pro-
teins with their associated contacts predicted by MetaPSICOV [Jones et al., 2015]. Fold
library, recovered from SCOP 1.75 [Andreeva et al., 2020], consists of 13,613 domains. In
[Buchan and Jones, 2017], EigenTHREADER performances have been compared against state-
of-the-art fold recognition methods HHsearch 3.0 [Steinegger et al., 2019] and pGenTHREADER
8.9 [Lobley et al., 2009], a profile-profile based fold recognition method.

Fold recognition performances on EigenTHREADER’s benchmark set, with the addition
of AlEigen, Map Align, and the congruence coefficient scoring, are summarized in Table 18.
For performance comparison, we use the same approach as adopted in [Buchan and Jones, 2017]:
we exclude any hits sharing the same SCOP family (left part of the table) or any hits sharing
the same SCOP family and superfamily (right part of the table). In both cases, fold recog-
nition performances are assessed in terms of True Positive Rate (TPR) at the SCOP fold
level. When hits sharing the same SCOP family are excluded it reduces the number of query
proteins that can be tested at the fold level from 150 to 130. When both superfamily and
family hits are excluded the TPR is calculated over 76 proteins. Furthermore, average TPR
have been calculated over the top-1, top-2, top-5 and top-10 hits for each prediction.

In [Buchan and Jones, 2017], EigenTHREADER’s performances have been tested with
different contact thresholds (from 1 to 20Å, standard threshold is 8Å) and different subset of
contacts and contact sequence separations. EigenTHREADER’s performances shown into the
paper are related with some optimal setting of such parameters, not explicitly indicated. For
such reason, we decided to run AlEigen, EigenTHREADER, and Map Align with the same
parameters adopted in our tests on CASP benchmark sets, i.e. standard contact threshold of 8
Å and contact sequence separation equal to 6. In Table 18, EigenTHREADER’s performances
as reported in [Buchan and Jones, 2017] are indicated in parentheses. We can notice that,
with our standard settings EigenTHREADER’s performances are lower with respect to what
reported in [Buchan and Jones, 2017] when same family hits are excluded (left part of Table
18) but they are higher when same familly/superfamily hits are excluded (right part of Table
18).

Overall, these comparison tests confirm what already reported in [Buchan and Jones, 2017]:
when homology is present in the fold library HHsearch outperforms all map alignment tools
and pGenTHREADER (left part of Table 18). Conversely, in a low homology setting map
alignment tools outperform sequence-based fold recognition methods (right part of Table
18). We can also notice that when low or no homology is present in the fold library, the
congruence coefficient fitness function helps to improve fold recognition performances on
EigenTHREADER’s benchmark set for all map alignment tools (right part of Table 18),
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while it provides low or no improvement when homology is present (left part of Table 18).
Finally, we can notice that in these tests EigenTHREADER’s scoring function achieves much
better performances compared to those reported on our CASP benchmark set (Tables 4-10).
This may be a consequence of the specific nature of the CASP benchmark set, which contains
several inaccurate predictions of multi-domain proteins, while EigenTHREADER’s original
benchmark set contains highly accurate predictions of single domain proteins only. Further-
more, EigenTHREADER’s scoring function has been fitted on single domain proteins and
such fitting may be unsuitable on multi domain proteins.

Same family hits excluded Same family/superfamily hits excluded

Method top-1 top-2 top-5 top-10 top-1 top-2 top-5 top-10

AlEigen 0.53 0.58 0.64 0.68 0.32 0.38 0.43 0.47
AlEigen+rc 0.52 0.59 0.65 0.70 0.39 0.42 0.47 0.54
EigenTHREADER 0.64 (0.78) 0.70 (0.87) 0.78 (0.92) 0.84 (0.93) 0.43 (0.28) 0.53 (0.34) 0.57 (0.37) 0.61 (0.41)
EigenTHREADER+rc 0.62 0.65 0.72 0.81 0.45 0.49 0.61 0.65
Map Align 0.58 0.64 0.72 0.77 0.36 0.43 0.54 0.54
Map Align+rc 0.54 0.63 0.70 0.75 0.47 0.53 0.62 0.70
pGenTHREADER 0.26 0.33 0.42 0.47 0.06 0.09 0.12 0.14
HHSearch 0.96 0.96 0.96 0.96 0.15 0.17 0.18 0.21

Table 18: Fold recognition performances on EigenTHREADER’s benchmark set True Positive Rate (TPR) fold recog-
nition performances at the SCOP fold level when hits with same SCOP family are excluded (left, 130 targets) and when hits same
SCOP family and superfamily are excluded (right, 76 targets). The TPR performances are assessed with respect to the top-1,
top-2, top-5 and top-10 ranked hits. EigenThreader, Map Align and AlEigen use their own scoring system EigenThreader+rc,
Map Align+rc and AlEigen+rc use statistically significant congruence coefficient. HHSearch, pGenTHREADER and Eigen-
THREADER (in parenthesis) performances have been recovered from the original paper. Best TPR performances per column
are highlighted in bold.
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7.4.4 The impact of detecting statistical significant similarities

The possibility to detect statistically significant similarities between target and template
maps has some impact in fold recognition performances. In table 19 we show how the
fold recognition performances with the congruence coefficient as fitness function change if
we remove the statistical similarity filter, i.e. if we include in fold recognition evaluation
also those templates that do not show statistically significantly similarity with the target
map (with respect to some given alignment). In table 19, performances that include non-
statistically significant comparisons are indicated with ∗. It is clear that the statistically
significant filtering has a relevant impact in fold recognition performances with predicted
contacts. Conversely, when dealing with distance maps, the degree of freedom of the P-
value in Equation is usually quite large, thus most of the alignments between two maps are
evaluated as statistically significant. Thus, in the fold recognition tests with distance maps
the statistically significant filtering has no effect and there is no change in fold recognition
performances.

AlEigen, EigenTHREADER and Map Align do not evaluate whether two aligned maps
are significantly similar, thus their template ranking include also uninteresting templates
that can affect fold recognition performances. In Table 20 we show how the True Positive
Rate performances change if we exclude (i.e. filter out) from the evaluation those templates
that do not show statistically significantly similarity with the target map (with respect to
the computed alignment). In Table 20, where we use the ∗ mark to indicate performances
that rank only statistically significant comparisons, we can notice that EigenTHREADER
performances are overall improved by such filtering. The performances of Map Align are also
improved in some cases, while AlEigen is unaffected.
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top-1 hit top-5 hits top-10 hits top-20 hits

Method Dataset F T H X F T H X F T H X F T H X

AlEigen+rc CASP12 0.25 0.29 0.37 0.38 0.25 0.39 0.43 0.47 0.25 0.39 0.47 0.56 0.25 0.54 0.57 0.62
AlEigen+r∗c 0.25 0.25 0.30 0.35 0.25 0.32 0.37 0.41 0.25 0.39 0.43 0.47 0.25 0.46 0.50 0.53

EigenTHREADER+rc CASP12 0.25 0.32 0.40 0.41 0.25 0.54 0.57 0.62 0.25 0.57 0.60 0.68 0.25 0.61 0.63 0.68
EigenTHREADER+r∗c 0.25 0.29 0.40 0.41 0.25 0.43 0.50 0.56 0.25 0.46 0.50 0.56 0.25 0.50 0.53 0.62

Map Align+rc CASP12 0.25 0.57 0.60 0.65 0.25 0.61 0.63 0.65 0.25 0.68 0.70 0.71 0.25 0.71 0.73 0.74
Map Align+r∗c 0.25 0.57 0.60 0.62 0.25 0.61 0.63 0.62 0.25 0.61 0.63 0.62 0.25 0.64 0.67 0.65

AlEigen+rc CASP13 0.00 0.35 0.36 0.46 0.00 0.45 0.45 0.62 0.00 0.60 0.59 0.67 0.50 0.70 0.73 0.79
AlEigen+r∗c 0.00 0.30 0.32 0.42 0.00 0.40 0.41 0.58 0.00 0.50 0.50 0.58 0.00 0.55 0.55 0.62

EigenTHREADER+rc CASP13 0.00 0.50 0.50 0.58 0.00 0.70 0.68 0.71 0.00 0.80 0.77 0.79 0.00 0.80 0.77 0.83
EigenTHREADER+r∗c 0.00 0.35 0.36 0.46 0.00 0.65 0.64 0.67 0.00 0.70 0.68 0.67 0.00 0.70 0.68 0.75

Map Align+rc CASP13 0.50 0.60 0.59 0.62 1.00 0.75 0.73 0.71 1.00 0.85 0.82 0.83 1.00 0.85 0.86 0.83
Map Align+r∗c 0.50 0.55 0.55 0.58 1.00 0.75 0.73 0.71 1.00 0.75 0.73 0.75 1.00 0.75 0.77 0.75

Table 19: Fold recognition performances with predicted contacts from all contact predictors. True Positive Rate
(TPR) fold recognition performances on CASP12 and CASP13 benchmark sets. The TPR performances are assessed with respect
to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (F) Family Level (4 targets in CASP12, 2 targets in
CASP13), (T) Topology Level (28 targets in CASP12, 20 targets in CASP13), (H) Homology Level (30 targets in CASP12,
22 targets in CASP13), (X) Possible Homology Level (34 targets in CASP12, 24 targets in CASP13). EigenTHREADER+r∗c ,
Map Align+r∗c and AlEigen+r∗c indicate that non-significant similarities between target and template maps have been considered
for evaluating the TPR performances. The changes between original and unfiltered performances are highlighted in bold.

top-1 hit top-5 hits top-10 hits top-20 hits

Method Dataset F T H X F T H X F T H X F T H X

AlEigen CASP12 0.00 0.07 0.07 0.06 0.00 0.07 0.07 0.09 0.00 0.07 0.10 0.12 0.00 0.07 0.10 0.15
AlEigen∗ 0.00 0.07 0.07 0.06 0.00 0.07 0.07 0.09 0.00 0.07 0.10 0.12 0.00 0.07 0.10 0.15

EigenTHREADER CASP12 0.00 0.00 0.00 0.00 0.00 0.07 0.07 0.06 0.00 0.07 0.07 0.09 0.00 0.11 0.10 0.15
EigenTHREADER∗ 0.00 0.00 0.00 0.03 0.00 0.07 0.07 0.15 0.00 0.29 0.27 0.29 0.00 0.32 0.33 0.38

Map Align CASP12 0.00 0.07 0.07 0.06 0.00 0.07 0.07 0.06 0.00 0.07 0.10 0.12 0.00 0.07 0.10 0.15
Map Align∗ 0.00 0.07 0.07 0.06 0.00 0.07 0.07 0.06 0.00 0.07 0.10 0.12 0.00 0.07 0.10 0.15

AlEigen CASP13 0.00 0.15 0.23 0.25 0.00 0.25 0.32 0.38 0.00 0.25 0.32 0.42 0.00 0.25 0.32 0.42
AlEigen∗ 0.00 0.15 0.23 0.25 0.00 0.25 0.32 0.38 0.00 0.25 0.32 0.42 0.00 0.25 0.32 0.42

EigenTHREADER CASP13 0.00 0.10 0.09 0.12 0.00 0.15 0.18 0.25 0.00 0.15 0.18 0.29 0.00 0.20 0.23 0.33
EigenTHREADER∗ 0.00 0.15 0.27 0.33 0.00 0.25 0.27 0.42 0.00 0.40 0.45 0.50 0.00 0.45 0.50 0.54

Map Align CASP13 0.50 0.35 0.41 0.50 0.50 0.40 0.45 0.54 0.50 0.40 0.45 0.54 0.50 0.40 0.45 0.54
Map Align∗ 0.50 0.35 0.41 0.50 0.50 0.40 0.45 0.54 0.50 0.45 0.50 0.58 0.50 0.45 0.50 0.58

Table 20: Fold recognition performances with predicted contacts from all contact predictors by filtering out non-
significant similarities. True Positive Rate (TPR) fold recognition performances on CASP12 and CASP13 benchmark sets.
The TPR performances are assessed with respect to the top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (F)
Family Level (4 targets in CASP12, 2 targets in CASP13), (T) Topology Level (28 targets in CASP12, 20 targets in CASP13),
(H) Homology Level (30 targets in CASP12, 22 targets in CASP13), (X) Possible Homology Level (34 targets in CASP12, 24
targets in CASP13). EigenTHREADER∗, Map Align∗ and AlEigen∗ indicate that non-significant similarities between target
and template maps have not been considered for evaluating the TPR performances. The changes between original and filtered
performances are highlighted in bold.
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8 Impact of prediction accuracy in fold recognition

We analyze how much prediction accuracy affects fold recognition performances.
In Tables 21 and 22 we show fold recognition performances by using only the top-5 best

predictions per CASP target. The top-5 contact predictions per targets, assessed by means
of the F1 score (harmonic mean of precision and recall), have been recovered from the official
contact prediction rankings at CASP. Equivalently, we recovered from CASP official rankings
the top-5 structure predictions per targets, assessed by means of the GDT-TS score. By
comparing Table 21 with Table 4 and Table 22 with Table 11 it is clear that fold recognition
performances are overall improved by using the most accurate contact/structure predictions,
particularly for AlEigen, EIGENthreader and Map Align with their own scoring functions.

More generally we can test whether there is some correlation between prediction accuracy
and template rankings. This has been done in the following way:

• we map each CASP domain to the corresponding ECOD domains (by using the official
CASP domain definitions);

• given a CASP domain, a contact prediction for such CASP target and an alignment
method, we search the predicted target against the ECOD templates and rank them
with respect to the alignment method’s similarity score. Since there can be many
ECOD templates related to a single CASP domain, we save only the ranking position
of the first ECOD template matching the CASP domain.

At the end, for each CASP domain we have a list consisting of

<prediction ID, CASP score, ranking position w.r.t. alignment method X>.

We use such lists to assess the impact of prediction accuracy on fold recognition performances.
In Tables 23 (CASP12) and 24 (CASP13), we show the Spearman’s rank correlation

between the F1 score and the ECOD templates rank for each CASP domain. Tables 25
(CASP12) and 26 (CASP13) show the Spearman’s correlation between the GDT-TS score
and the ECOD templates rank. The Spearman correlation has been computed separately for
the (T) Topology Level, (H) Homology Level, (X) Possible Homology Level classes. The bold
values in Tables 23-26 indicate statistically significant correlations at standard threshold level
< 0.05 (with Benjamini-Hochberg correction), red bold values indicate statistically significant
negative correlations. As a general trend, we can see that there is an overall good correlation
between prediction accuracy and template rankings for both contact and structure/distance
based fold recognition. However, such correlation is not uniform for all CASP domains (in
some cases it can be negative) and depends also on both the specific alignment method and
the specific scoring function used to rank the ECOD templates. Figures 6 and 7 directly plot
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the F1 Score and GDT-TS Score, respectively, against the template best rank. It is clear that
predictions associated with high F1/GDT-TS scores tend to give higher template rankings.
However, we can also notice that there still are several inaccurate predictions that provide
good fold recognition performances.

top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

AlEigen CASP12 0.29 0.33 0.29 0.32 0.33 0.32 0.32 0.33 0.35 0.32 0.33 0.41
AlEigen+rc 0.25 0.33 0.38 0.39 0.47 0.56 0.43 0.50 0.59 0.46 0.50 0.59
EigenTHREADER 0.21 0.23 0.26 0.29 0.33 0.41 0.32 0.33 0.44 0.36 0.40 0.53
EigenTHREADER+rc 0.25 0.30 0.41 0.39 0.47 0.53 0.39 0.47 0.59 0.43 0.50 0.62
Map Align 0.36 0.40 0.41 0.39 0.43 0.44 0.39 0.43 0.47 0.43 0.43 0.47
Map Align+rc 0.46 0.53 0.53 0.57 0.60 0.65 0.57 0.60 0.68 0.61 0.63 0.68

AlEigen CASP13 0.06 0.15 0.26 0.11 0.25 0.39 0.22 0.30 0.43 0.28 0.35 0.48
AlEigen+rc 0.44 0.45 0.57 0.56 0.55 0.57 0.56 0.55 0.61 0.61 0.60 0.70
EigenTHREADER 0.17 0.20 0.26 0.33 0.40 0.48 0.33 0.40 0.48 0.39 0.40 0.52
EigenTHREADER+rc 0.39 0.45 0.61 0.56 0.55 0.61 0.61 0.60 0.70 0.61 0.60 0.70
Map Align 0.33 0.40 0.52 0.33 0.40 0.52 0.50 0.55 0.65 0.56 0.55 0.65
Map Align+rc 0.39 0.45 0.61 0.56 0.55 0.65 0.56 0.55 0.65 0.67 0.70 0.74

Table 21: Fold recognition performances with top-5 contact predictions. True Positive Rate (TPR) fold recognition
performances on CASP12 and CASP13 benchmark sets. The TPR performances are assessed with respect to the top-1, top-5,
top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology Level (28 targets in CASP12, 18 targets in CASP13), (H)
Homology Level (30 targets in CASP12, 20 targets in CASP13), (X) Possible Homology Level (34 targets in CASP12, 23 targets
in CASP13). EigenThreader, Map Align and AlEigen use their own scoring system EigenThreader+rc, Map Align+rc and
AlEigen+rc use statistically significant congruence coefficient. Best TPR performances per column on CASP12 and CASP13
benchmark sets are highlighted in bold.

top-1 hit top-5 hits top-10 hits top-20 hits

Method Benchmark set T H X T H X T H X T H X

CE CASP12 0.61 0.63 0.62 0.64 0.67 0.65 0.64 0.73 0.74 0.75 0.77 0.76
CE+rc 0.46 0.53 0.62 0.64 0.63 0.65 0.64 0.63 0.65 0.68 0.70 0.71
TM-Align 0.43 0.50 0.56 0.61 0.60 0.62 0.68 0.70 0.71 0.68 0.70 0.71
TM-Align+rc 0.57 0.60 0.59 0.61 0.63 0.65 0.68 0.70 0.71 0.75 0.73 0.71

CE CASP13 0.44 0.50 0.57 0.61 0.65 0.65 0.67 0.70 0.83 0.72 0.75 0.83
CE+rc 0.44 0.50 0.52 0.67 0.65 0.65 0.72 0.70 0.74 0.78 0.75 0.83
TM-Align 0.44 0.55 0.61 0.56 0.60 0.65 0.56 0.60 0.65 0.61 0.65 0.70
TM-Align+rc 0.44 0.55 0.61 0.67 0.65 0.74 0.67 0.65 0.74 0.67 0.70 0.74

Table 22: Fold recognition performances with top-5 distance/structure predictions. True Positive Rate (TPR) fold
recognition performances on CASP12 and CASP13 benchmark sets. The TPR performances are assessed with respect to the
top-1, top-5, top10 and top-20 ranked hits. ECOD hierarchy: (T) Topology Level (28 targets in CASP12, 18 targets in
CASP13), (H) Homology Level (30 targets in CASP12, 20 targets in CASP13), (X) Possible Homology Level (34 targets in
CASP12, 23 targets in CASP13). CE and TM-Align use their own scoring system. CE+rc, and TM-Align+rc use statistically
significant congruence coefficient. Best TPR performances per column on CASP12 and CASP13 benchmark sets are highlighted
in bold.
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AlEigen AlEigen+rc EIGENthreader EIGENthreader+rc Map Align Map Align+rc

Domain T H X T H X T H X T H X T H X T H X

T0859-D1 -0.17 -0.17 -0.17 -0.27 -0.27 -0.27 0.05 0.05 0.05 -0.16 -0.16 -0.16 0.02 0.02 0.02 -0.08 -0.08 -0.08
T0860-D1 0.36 0.36 0.36 0.28 0.28 0.28 0.57 0.57 0.57 0.14 0.14 0.14 0.31 0.31 0.31 0.14 0.14 0.14
T0861-D1 - - 0.56 - - 0.66 - - 0.52 - - 0.65 - - 0.69 - - 0.65
T0866-D1 - 0.58 0.58 - 0.67 0.67 - 0.24 0.22 - 0.28 0.28 - 0.62 0.62 - 0.63 0.63
T0868-D1 0.48 0.48 0.49 0.57 0.57 0.56 0.49 0.49 0.52 0.59 0.59 0.68 0.50 0.50 0.50 0.60 0.60 0.61
T0869-D1 - - 0.17 - - -0.04 - - 0.46 - - 0.24 - - 0.43 - - 0.20
T0870-D1 - - -0.04 - - -0.19 - - 0.02 - - 0.41 - - 0.07 - - -0.02
T0872-D1 0.72 0.72 0.74 0.71 0.71 0.71 0.77 0.77 0.77 0.64 0.64 0.64 0.68 0.62 0.62 0.75 0.75 0.77
T0873-D1 0.65 0.59 0.14 0.62 0.60 0.31 0.44 0.39 0.31 0.66 0.71 0.36 0.69 0.62 0.30 0.80 0.80 0.30
T0878-D1 -0.23 -0.23 -0.23 -0.16 -0.16 -0.16 0.29 0.29 0.29 -0.09 -0.09 -0.09 -0.12 -0.12 -0.12 -0.32 -0.32 -0.32
T0879-D1 0.64 0.64 0.80 0.71 0.71 0.59 0.32 0.32 0.27 0.49 0.49 0.75 0.69 0.69 0.74 0.76 0.76 0.68
T0882-D1 - 0.46 0.45 - 0.26 0.32 - 0.38 0.39 - 0.06 0.17 - -0.01 0.04 - 0.19 0.13
T0885-D1 0.74 0.74 0.75 0.85 0.85 0.74 0.60 0.60 0.57 0.73 0.73 0.74 0.63 0.63 0.64 0.71 0.71 0.75
T0886-D1 0.49 0.49 0.49 0.51 0.51 0.51 0.27 0.27 0.27 0.33 0.33 0.33 0.33 0.33 0.33 0.37 0.37 0.37
T0886-D2 0.17 0.17 0.17 0.37 0.37 0.37 0.53 0.53 0.53 0.35 0.35 0.35 0.49 0.49 0.49 0.58 0.58 0.58
T0889-D1 0.53 0.57 0.63 0.54 0.58 0.62 0.57 0.69 0.66 0.40 0.46 0.46 0.54 0.57 0.57 0.53 0.70 0.68
T0891-D1 0.83 0.73 0.75 0.73 0.72 0.72 0.76 0.76 0.75 0.77 0.77 0.77 0.86 0.79 0.77 0.73 0.73 0.69
T0892-D1 -0.16 -0.16 -0.27 -0.12 -0.12 -0.12 -0.06 -0.06 -0.08 0.14 0.14 0.16 0.04 0.04 -0.09 -0.21 -0.21 -0.23
T0892-D2 0.03 0.03 -0.17 0.07 0.07 0.07 -0.37 -0.37 -0.37 0.32 0.32 0.35 0.20 0.20 0.06 0.05 0.05 0.04
T0893-D1 0.07 0.07 -0.00 0.22 0.22 0.19 0.16 0.16 0.07 0.41 0.41 0.23 -0.06 -0.06 -0.01 -0.01 -0.01 0.12
T0894-D1 -0.17 -0.17 -0.15 0.20 0.20 0.30 0.25 0.25 0.14 0.30 0.30 0.30 0.02 0.02 0.01 0.15 0.15 0.25
T0900-D1 0.27 0.01 0.33 0.04 -0.06 -0.09 0.51 0.37 0.36 0.18 0.08 -0.02 0.17 0.07 0.15 -0.01 -0.19 -0.13
T0902-D1 0.38 0.38 0.64 0.54 0.54 0.28 0.41 0.41 0.57 0.70 0.70 0.69 0.68 0.68 0.67 0.68 0.68 0.69
T0903-D1 0.67 0.67 0.52 0.50 0.50 0.45 0.33 0.33 0.20 0.54 0.54 0.50 0.74 0.74 0.70 0.85 0.85 0.83
T0909-D1 0.16 0.16 0.36 0.04 0.04 0.31 0.44 0.47 0.68 0.08 0.11 0.63 0.41 0.41 0.32 0.08 0.08 0.40
T0912-D1 -0.13 -0.13 0.30 -0.04 -0.04 0.34 0.53 0.52 0.56 -0.06 -0.09 0.17 0.35 0.35 0.32 0.04 0.04 0.20
T0912-D2 - - 0.20 - - 0.37 - - 0.17 - - -0.29 - - -0.02 - - -0.07
T0920-D1 0.45 0.68 0.68 0.46 0.51 0.54 -0.16 0.10 0.16 0.46 0.62 0.68 0.90 0.84 0.71 0.93 0.72 0.76
T0920-D2 -0.11 -0.11 -0.24 0.30 0.30 0.09 0.45 0.45 0.42 0.29 0.29 0.37 0.42 0.42 -0.27 0.32 0.32 0.08
T0921-D1 0.68 0.80 0.82 0.62 0.83 0.83 0.83 0.77 0.78 0.59 0.86 0.86 0.80 0.84 0.81 0.68 0.81 0.80
T0922-D1 0.25 0.31 0.40 0.55 0.18 0.18 0.27 0.22 0.21 0.64 0.35 0.35 0.56 0.53 0.53 0.57 0.40 0.40
T0928-D1 0.06 0.59 0.59 0.43 0.58 0.59 0.09 0.64 0.64 0.30 0.66 0.62 -0.06 0.43 0.43 0.14 0.55 0.55
T0942-D1 0.37 0.37 0.35 0.35 0.35 0.41 -0.06 -0.06 -0.02 0.27 0.27 0.32 0.56 0.56 0.43 0.63 0.63 0.66
T0943-D1 0.57 0.57 0.41 0.36 0.36 0.15 0.31 0.31 0.40 0.27 0.27 0.40 0.25 0.25 0.70 0.51 0.51 0.56
T0943-D2 0.63 0.63 0.44 0.52 0.52 0.57 0.22 0.22 0.63 0.63 0.63 0.65 0.69 0.69 0.66 0.69 0.69 0.64
T0945-D1 - - 0.04 - - 0.13 - - 0.21 - - -0.09 - - -0.14 - - -0.17
T0948-D1 -0.08 -0.08 -0.11 0.06 0.06 -0.10 -0.06 -0.06 0.07 0.09 0.09 -0.07 0.06 0.06 -0.17 0.07 0.07 -0.02

Avg 0.31 0.34 0.32 0.35 0.36 0.32 0.33 0.34 0.35 0.37 0.37 0.37 0.41 0.41 0.35 0.39 0.40 0.35

Table 23: Contact predictions on CASP12. Spearman’s rank correlation between CASP’s official F1 prediction score and template
rank. ECOD hierarchy: (T) Topology Level, (H) Homology Level, (X) Possible Homology Level. The symbol - indicates no
similar templates at the corresponding ECOD hierarchy level. Statistically significant Spearman’s rank correlations at standard
cutoff < 0.05 (with Benjamini-Hochberg correction) are highlighted in bold. Statistically significant negative correlations are
highlighted in bold red.
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AlEigen AlEigen+rc EIGENthreader EIGENthreader+rc Map Align Map Align+rc

CASP domain T H X T H X T H X T H X T H X T H X

T0951-D1 0.38 0.38 0.54 0.41 0.41 0.16 0.49 0.49 0.66 0.44 0.44 0.04 0.44 0.44 0.44 0.49 0.49 0.10
T0953s2-D2 - 0.48 0.49 - 0.30 0.71 - 0.59 0.72 - 0.49 0.69 - 0.68 0.70 - 0.40 0.79
T0954-D1 0.07 0.30 0.30 0.25 0.36 0.36 0.18 0.29 0.29 0.31 0.23 0.23 0.01 0.20 0.20 0.42 0.29 0.29
T0958-D1 0.82 0.82 0.82 0.83 0.81 0.77 0.69 0.69 0.69 0.83 0.80 0.80 0.80 0.80 0.80 0.75 0.74 0.74
T0960-D2 0.33 0.33 0.35 0.17 0.17 0.08 0.09 0.09 0.24 -0.10 -0.10 -0.09 0.50 0.50 0.35 0.11 0.11 0.13
T0960-D3 0.09 0.09 0.11 0.03 0.03 0.06 -0.09 -0.09 0.03 -0.27 -0.27 -0.23 0.55 0.55 0.45 0.31 0.31 0.18
T0960-D5 0.32 0.32 0.32 0.42 0.42 0.42 0.08 0.08 0.08 0.20 0.20 0.20 0.62 0.62 0.62 0.57 0.57 0.57
T0963-D2 -0.31 -0.31 -0.12 -0.23 -0.23 -0.18 0.13 0.13 0.22 0.05 0.05 -0.19 -0.03 -0.03 -0.11 -0.01 -0.01 -0.21
T0963-D3 0.16 0.16 0.30 -0.05 -0.05 0.17 0.22 0.22 0.23 0.19 0.19 -0.11 0.50 0.50 0.47 0.35 0.35 0.31
T0963-D5 -0.11 -0.11 -0.11 -0.12 -0.12 -0.12 0.13 0.13 0.13 -0.13 -0.13 -0.13 0.32 0.32 0.32 0.21 0.21 0.21
T0966-D1 - - -0.12 - - -0.09 - - 0.00 - - -0.01 - - -0.42 - - -0.02
T0967-D1 0.57 0.57 0.85 0.50 0.50 0.30 0.33 0.33 0.11 0.47 0.47 0.41 0.49 0.49 0.49 0.73 0.73 0.41
T0971-D1 0.28 0.28 0.29 0.31 0.31 0.39 0.67 0.67 0.64 0.59 0.59 0.51 0.71 0.71 0.71 0.49 0.49 0.49
T0976-D1 - 0.23 0.41 - 0.27 0.22 - 0.18 0.30 - 0.07 0.02 - 0.23 0.68 - 0.09 0.51
T0976-D2 - 0.29 0.43 - 0.32 0.27 - 0.09 0.29 - 0.10 0.05 - 0.20 0.69 - 0.11 0.54
T0980s1-D1 - - 0.65 - - 0.48 - - 0.12 - - 0.49 - - 0.50 - - 0.41
T0984-D1 -0.18 -0.18 -0.18 0.04 0.04 0.04 0.01 0.01 0.01 0.31 0.31 0.31 0.65 0.65 0.65 0.57 0.57 0.57
T1003-D1 0.11 0.11 0.07 0.37 0.37 0.18 0.36 0.36 0.22 0.42 0.42 0.23 0.27 0.27 0.24 0.16 0.16 0.10
T1005-D1 0.34 0.34 0.34 0.23 0.23 0.32 0.24 0.24 0.24 0.65 0.65 0.65 0.50 0.50 0.50 0.43 0.43 0.43
T1006-D1 0.39 0.39 0.65 0.52 0.52 0.27 0.25 0.25 0.39 0.64 0.64 0.55 0.55 0.55 0.45 0.64 0.64 0.55
T1008-D1 -0.30 -0.18 -0.25 -0.34 -0.31 -0.31 -0.32 -0.25 -0.28 -0.16 -0.16 -0.14 -0.05 -0.17 -0.18 -0.18 -0.17 -0.19
T1009-D1 -0.00 -0.00 -0.02 0.13 0.13 0.11 0.06 0.06 0.13 0.06 0.06 -0.04 0.09 0.09 0.11 0.03 0.03 0.08
T1011-D1 0.36 0.36 0.36 0.53 0.53 0.53 0.09 0.09 0.09 0.40 0.40 0.40 0.50 0.50 0.50 0.77 0.77 0.77
T1016-D1 - - 0.37 - - 0.46 - - 0.25 - - 0.41 - - 0.29 - - 0.12
T1018-D1 0.38 0.38 0.38 0.52 0.52 0.52 0.23 0.23 0.24 0.44 0.44 0.44 0.62 0.62 0.62 0.53 0.53 0.53
T1021s1-D1 0.37 0.27 0.27 0.33 0.49 0.49 0.54 0.53 0.53 0.33 0.37 0.37 -0.01 0.12 0.12 0.05 0.57 0.57
T1021s2-D1 -0.03 -0.03 -0.09 0.09 0.09 0.03 -0.11 -0.11 0.06 0.22 0.22 0.10 0.19 0.19 0.00 0.22 0.22 0.03
T1022s2-D1 -0.01 -0.05 -0.03 0.02 -0.01 0.02 0.02 -0.03 0.01 0.08 0.06 0.09 -0.39 -0.23 -0.26 -0.33 -0.12 -0.13

Avg 0.18 0.21 0.26 0.23 0.24 0.24 0.19 0.21 0.24 0.27 0.26 0.22 0.36 0.37 0.35 0.33 0.34 0.32

Table 24: Contact predictions on CASP13. Spearman’s rank correlation between CASP’s official F1 prediction score and template
rank. ECOD hierarchy: (T) Topology Level, (H) Homology Level, (X) Possible Homology Level. The symbol - indicates no
similar templates at the corresponding ECOD hierarchy level. Statistically significant Spearman’s rank correlations at standard
cutoff < 0.05 (with Benjamini-Hochberg correction) are highlighted in bold. Statistically significant negative correlations are
highlighted in bold red.
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CE CE+rc TM-Align TM-Align+rc

CASP domain T H X T H X T H X T H X

T0859-D1 0.25 0.25 0.25 0.34 0.34 0.34 0.32 0.32 0.32 0.40 0.40 0.40
T0860-D1 0.67 0.67 0.67 0.81 0.81 0.81 0.80 0.80 0.80 0.80 0.80 0.80
T0861-D1 - - 0.15 - - 0.28 - - 0.24 - - -0.00
T0866-D1 - 0.53 0.53 - 0.43 0.43 - 0.48 0.48 - 0.50 0.50
T0868-D1 0.70 0.70 0.71 0.72 0.72 0.77 0.54 0.54 0.55 0.72 0.72 0.72
T0869-D1 - - -0.07 - - 0.10 - - 0.21 - - 0.14
T0870-D1 - - 0.65 - - 0.66 - - 0.68 - - 0.73
T0872-D1 0.61 0.61 0.61 0.64 0.62 0.62 0.28 0.30 0.66 0.63 0.64 0.64
T0873-D1 0.51 0.51 0.19 0.45 0.37 0.06 0.06 0.06 0.16 0.45 0.45 0.07
T0878-D1 0.78 0.78 0.78 0.82 0.82 0.82 0.81 0.81 0.81 0.81 0.81 0.81
T0879-D1 0.50 0.50 0.52 0.40 0.40 0.53 0.53 0.53 0.52 0.58 0.58 0.53
T0882-D1 - -0.19 -0.26 - 0.50 0.47 - -0.37 -0.49 - -0.20 -0.39
T0885-D1 0.45 0.45 0.48 0.47 0.47 0.51 0.60 0.60 0.48 0.61 0.61 0.42
T0886-D1 0.26 0.26 0.26 0.20 0.20 0.20 0.50 0.50 0.50 0.48 0.48 0.48
T0886-D2 0.62 0.62 0.62 0.61 0.61 0.61 0.58 0.58 0.58 0.56 0.56 0.56
T0889-D1 0.08 0.34 0.34 0.07 0.35 0.35 0.43 0.47 0.47 -0.34 0.45 0.45
T0891-D1 0.40 0.40 0.46 0.39 0.39 0.38 0.50 0.50 0.46 0.51 0.51 0.46
T0892-D1 0.15 0.15 0.15 0.25 0.25 0.19 0.44 0.44 0.39 0.51 0.51 0.51
T0892-D2 0.31 0.31 0.31 -0.03 -0.03 -0.03 0.42 0.42 0.40 0.41 0.41 0.41
T0893-D1 0.17 0.17 -0.23 0.27 0.27 0.40 0.77 0.77 0.63 0.82 0.82 0.52
T0894-D1 0.60 0.60 0.59 0.61 0.61 0.57 0.66 0.66 0.66 0.59 0.59 0.60
T0900-D1 0.49 0.29 0.23 0.39 0.35 0.25 0.40 0.17 0.29 0.46 0.35 0.27
T0902-D1 0.69 0.69 0.68 0.48 0.48 0.48 0.58 0.58 0.58 0.58 0.58 0.58
T0903-D1 0.26 0.26 0.26 0.37 0.37 0.26 0.26 0.26 0.26 0.26 0.26 0.26
T0909-D1 0.73 0.73 0.76 0.61 0.61 0.76 0.77 0.77 0.75 0.57 0.57 0.74
T0912-D1 0.56 0.56 0.61 0.59 0.60 0.65 0.64 0.64 0.64 0.56 0.56 0.62
T0912-D2 - - -0.08 - - 0.14 - - -0.10 - - 0.03
T0920-D1 0.20 0.40 0.32 0.29 0.45 0.36 0.37 0.38 0.16 0.36 0.39 0.38
T0920-D2 0.85 0.85 0.86 0.74 0.74 0.70 0.77 0.77 0.26 0.79 0.79 0.63
T0921-D1 0.51 0.52 0.52 0.60 0.56 0.56 0.56 0.65 0.65 0.64 0.64 0.64
T0922-D1 0.68 0.44 0.38 0.55 -0.41 -0.41 0.63 0.51 0.51 0.71 -0.01 -0.01
T0928-D1 -0.05 0.46 0.46 0.47 0.59 0.59 0.54 0.53 0.53 0.67 0.52 0.52
T0942-D1 0.43 0.43 0.41 0.29 0.29 0.31 0.25 0.25 0.31 0.30 0.30 0.26
T0943-D1 0.69 0.69 0.71 0.57 0.57 0.51 0.73 0.73 0.03 0.71 0.71 0.56
T0943-D2 0.63 0.63 0.63 0.69 0.69 0.61 0.65 0.65 0.65 0.62 0.62 0.61
T0945-D1 - - -0.17 - - 0.09 - - -0.43 - - -0.31
T0948-D1 0.23 0.23 0.42 0.39 0.39 0.09 0.11 0.11 0.22 -0.01 -0.01 -0.40

Avg 0.47 0.46 0.40 0.47 0.45 0.41 0.52 0.48 0.40 0.53 0.50 0.40

Table 25: Structure/distance predictions on CASP12. Spearman’s rank correlation between CASP’s official GDT-TS prediction
score and template rank. ECOD hierarchy: (T) Topology Level, (H) Homology Level, (X) Possible Homology Level. The
symbol - indicates no similar templates at the corresponding ECOD hierarchy level. Statistically significant Spearman’s rank
correlations at standard cutoff < 0.05 (with Benjamini-Hochberg correction) are highlighted in bold. Statistically significant
negative correlations are highlighted in bold red.
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CE CE+rc TM-Align TM-Align+rc

CASP domain T H X T H X T H X T H X

T0951-D1 -0.20 -0.20 0.24 0.12 0.12 -0.30 0.56 0.56 0.57 0.30 0.30 -0.24
T0953s2-D2 - 0.70 0.67 - 0.48 0.68 - 0.62 0.60 - 0.52 0.69
T0954-D1 0.23 0.40 0.40 0.38 0.47 0.47 0.41 0.50 0.50 0.39 0.50 0.50
T0958-D1 0.69 0.65 0.65 0.69 0.68 0.68 0.73 0.68 0.68 0.77 0.77 0.75
T0960-D2 0.44 0.44 0.33 0.54 0.54 0.51 0.41 0.41 0.07 0.49 0.49 0.39
T0960-D3 0.75 0.75 0.62 0.73 0.73 0.63 0.64 0.64 0.14 0.72 0.72 0.57
T0960-D5 0.10 0.10 0.10 0.40 0.40 0.40 0.30 0.30 0.30 0.22 0.22 0.22
T0963-D2 0.66 0.66 0.63 0.61 0.61 0.54 0.35 0.35 0.03 0.37 0.37 0.25
T0963-D3 0.83 0.83 0.74 0.69 0.69 0.60 0.62 0.62 0.22 0.61 0.61 0.38
T0963-D5 0.14 0.14 0.14 0.61 0.61 0.61 -0.26 -0.26 -0.26 -0.28 -0.28 -0.28
T0966-D1 - - 0.19 - - -0.29 - - -0.22 - - -0.30
T0967-D1 0.52 0.52 0.58 0.18 0.18 0.46 0.66 0.66 0.57 0.28 0.28 0.46
T0971-D1 0.55 0.55 0.55 0.22 0.22 0.29 0.59 0.59 0.59 0.55 0.55 0.55
T0976-D1 - -0.05 0.45 - 0.28 0.13 - -0.25 0.32 - -0.05 0.40
T0976-D2 - 0.09 0.50 - 0.37 0.16 - -0.30 0.22 - -0.05 0.35
T0980s1-D1 - - 0.19 - - -0.03 - - 0.13 - - -0.32
T0984-D1 0.62 0.62 0.62 0.26 0.26 0.26 0.61 0.61 0.61 0.52 0.52 0.52
T0984-D2 0.54 0.54 0.54 0.22 0.22 0.22 0.62 0.62 0.62 0.50 0.50 0.50
T1003-D1 0.21 0.21 0.16 0.10 0.10 0.01 0.21 0.21 0.11 0.21 0.21 0.15
T1005-D1 0.41 0.41 0.41 0.43 0.43 0.43 0.45 0.45 0.45 0.45 0.45 0.45
T1006-D1 0.33 0.33 0.50 -0.06 -0.06 0.41 0.22 0.22 0.51 0.02 0.02 0.41
T1008-D1 -0.13 -0.09 0.05 0.31 0.42 0.47 0.12 0.67 0.66 -0.01 0.54 0.56
T1009-D1 0.10 0.10 0.14 0.06 0.06 -0.08 0.03 0.03 0.01 -0.02 -0.02 -0.00
T1011-D1 0.22 0.22 0.22 0.61 0.61 0.61 0.62 0.62 0.62 0.60 0.60 0.60
T1011-D2 0.47 0.47 0.47 0.44 0.44 0.44 0.58 0.58 0.58 0.51 0.51 0.51
T1016-D1 - - 0.14 - - 0.08 - - -0.24 - - -0.08
T1018-D1 0.40 0.40 0.40 0.39 0.39 0.39 0.39 0.39 0.39 0.43 0.43 0.43
T1021s1-D1 0.17 0.67 0.67 0.30 0.72 0.72 0.20 0.72 0.72 0.30 0.73 0.73
T1021s2-D1 0.48 0.48 0.47 0.20 0.20 0.12 0.26 0.26 0.08 0.27 0.27 0.14
T1022s2-D1 0.24 0.20 0.20 0.29 0.23 0.24 0.27 0.12 0.13 0.38 0.31 0.33

Avg 0.37 0.38 0.40 0.36 0.39 0.33 0.40 0.39 0.32 0.36 0.37 0.32

Table 26: Structure/distance predictions on CASP13. Spearman’s rank correlation between CASP’s official GDT-TS prediction
score and template rank. ECOD hierarchy: (T) Topology Level, (H) Homology Level, (X) Possible Homology Level. The
symbol - indicates no similar templates at the corresponding ECOD hierarchy level. Statistically significant Spearman’s rank
correlations at standard cutoff < 0.05 (with Benjamini-Hochberg correction) are highlighted in bold. Statistically significant
negative correlations are highlighted in bold red.
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Figure 6: Contact predictions on CASP12 and CASP13. Ranking position of the best related
template versus CASP’s official F1 prediction score.

65



●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●
●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●
●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●
●●●●

●●

●●
●●

●●

●● ●●

●● ●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●● ●●

●●

●●

●●

●●

●●
●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●
●●●●

●●

●●
●●

●●

●● ●●

●● ●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●● ●●

●●

●●

●●

●●

●●
●●

●●

●●

●●●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●● ●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●● ●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●
●
●●

●

●

●

●

●

●

●

●

●

●

●
●

●
●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●

●

●

●●

●●

●●

●

●
●

●

●
●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●
●
●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●●

●●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●●
●
●●
●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●
●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●
● ●

● ●

● ●

● ●

● ●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●
●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●●

●●

●

●

●

●

●

●

●

●

●

●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

●● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

●● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

●● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

●● ●

●● ●

●● ●

0 5000 10000 15000 20000 25000

0
20

40
60

80
10

0

Topology Level (T)

Best Rank

G
D

T
−

T
S

 S
co

re

●

●

●

● ●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●
●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●
●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●
●●●●

●●

●●
●●

●●

●● ●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●
●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●
●●●●

●●

●●
●●

●●

●● ●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●
●●

●●

●●

●●●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●●●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●●●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●
●
●●

●

●

●

●

●

●

●

●

●

●

●
●

●
●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●

●

●

●●

●●

●●

●

●
●

●

●
●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●
●
●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●●

●●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●
●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●
●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●
●●

●●

●●

●●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●
●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

● ●●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●●

●●

●

●

●

●

●

●

●

●

●

●

●●

● ●

●●

● ●

●●

●●
●●

●●

●●

●●

● ●

●●●●
●●

●●

●●

●●

●●

●●

●●

●●

●●●●

● ●

●●

●●

●●
●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●
●●

●●

● ●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

●●●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

● ●

●●

●●
●●

●●

●●

●●

● ●

●●●●
●●

●●

●●

●●

●●

●●

●●

●●

●●●●

● ●

●●

●●

●●
●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●
●●

●●

● ●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

●●●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●

● ● ●

●●●

● ●●

●● ●●●●

●● ●

●● ●

●●●

●●●
●●●

●● ●

●● ●

●●●

●● ●

●● ●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●
●●●

●●●

●●●

●● ●

●●●

●● ●

●●●

●●●

●●●

●● ●

●●●

●●●

●●●

●●●

●● ●

●●●

●● ●

●● ●

●●●
●●●

●● ●

●● ●

●●●

●●●

●●●

●● ●

●●●●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●● ●

●● ●

●● ●

●●●

● ●●

●● ●

●● ●

●●●

●● ●

●●●

● ●●

●●●

●●●

●●●●● ●

●●●

●●●

●●●

●●●

●● ●

●● ●

●●●

●●●

● ● ●

●●●

● ●●

●● ●●●●

●● ●

●● ●

●●●

●●●
●●●

●● ●

●● ●

●●●

●● ●

●● ●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●
●●●

●●●

●●●

●● ●

●●●

●● ●

●●●

●●●

●●●

●● ●

●●●

●●●

●●●

●●●

●● ●

●●●

●● ●

●● ●

●●●
●●●

●● ●

●● ●

●●●

●●●

●●●

●● ●

●●●●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●● ●

●● ●

●● ●

●●●

● ●●

●● ●

●● ●

●●●

●● ●

●●●

● ●●

●●●

●●●

●●●●● ●

●●●

●●●

●●●

●●●

●● ●

●● ●

●●●

●●●

● ● ●

●●●

● ●●

●● ●●●●

●● ●

●● ●

●●●

●●●
●●●

●● ●

●● ●

●●●

●● ●

●● ●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●
●●●

●●●

●●●

●● ●

●●●

●● ●

●●●

●●●

●●●

●● ●

●●●

●●●

●●●

●●●

●● ●

●●●

●● ●

●● ●

●●●
●●●

●● ●

●● ●

●●●

●●●

●●●

●● ●

●●●●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●● ●

●● ●

●● ●

●●●

● ●●

●● ●

●● ●

●●●

●● ●

●●●

● ●●

●●●

●●●

●●●●● ●

●●●

●●●

●●●

●●●

●● ●

●● ●

●●●

●●●

● ● ●

●●●

● ●●

●● ●●●●

●● ●

●● ●

●●●

●●●
●●●

●● ●

●● ●

●●●

●● ●

●● ●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●
●●●

●●●

●●●

●● ●

●●●

●● ●

●●●

●●●

●●●

●● ●

●●●

●●●

●●●

●●●

●● ●

●●●

●● ●

●● ●

●●●
●●●

●● ●

●● ●

●●●

●●●

●●●

●● ●

●●●●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●● ●

●● ●

●● ●

●●●

● ●●

●● ●

●● ●

●●●

●● ●

●●●

● ●●

●●●

●●●

●●●●● ●

●●●

●●●

●●●

●●●

●● ●

●● ●

●●●

●

●

Methods

CE
CE+rc

TM−Align
TM−Align+rc

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●
●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●
●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●
●●●●

●●

●●
●●

●●

●● ●●

●● ●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●● ●●

●●

●●

●●

●●

●●
●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●
●●●●

●●

●●
●●

●●

●● ●●

●● ●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●● ●●

●●

●●

●●

●●

●●
●●

●●

●●

●●●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●● ●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●● ●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●
●
●●

●

●

●

●

●

●

●

●

●

●

●
●

●
●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●

●

●

●●

●●

●●

●

●
●

●

●
●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●
●
●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●●

●●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●●
●
●●
●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●
●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●
●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●● ●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●
●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●● ●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●
● ●

● ●

● ●

● ●

● ●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●
●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●●

●

●

●

●

●

●

●

●

●

●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●
● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

● ● ●

0 5000 10000 15000 20000 25000
0

20
40

60
80

10
0

Homology Level (H)

Best Rank

G
D

T
−

T
S

 S
co

re

●

●

●

● ●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●
●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●
●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●
●●●●

●●

●●
●●

●●

●● ●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●
●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●
●●●●

●●

●●
●●

●●

●● ●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●
●●

●●

●●

●●●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●●●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●●●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●
●
●●

●

●

●

●

●

●

●

●

●

●

●
●

●
●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●

●

●

●●

●●

●●

●

●
●

●

●
●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●
●
●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●●

●●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●
●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●
●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●●●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●
●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●●●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●
●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●
●●

●●

●●

●●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●
●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

● ●●

●●●

●●●

● ●●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●●

●●

●

●

●

●

●

●

●

●

●

●

●●

● ●

●●

● ●

●●

●●
●●

●●

●●

●●

● ●

●●●●
●●

●●

●●

●●

●●

●●

●●

●●

●●●●

● ●

●●

●●

●●
●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●
●●

●●

● ●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

●●●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

● ●

●●

●●
●●

●●

●●

●●

● ●

●●●●
●●

●●

●●

●●

●●

●●

●●

●●

●●●●

● ●

●●

●●

●●
●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●
●●

●●

● ●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

●●●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●

● ● ●

●●●

● ●●

●● ●●●●

●● ●

●● ●

●●●

●●●
●●●

●● ●

●● ●

●●●

●● ●

●● ●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●
●●●

●●●

●●●

●● ●

●●●

●● ●

●●●

●●●

●●●

●● ●

●●●

●●●

●●●

●●●

● ● ●

●●●

●● ●

●● ●

●●●
●●●

●● ●

●● ●

●●●

●●●

●●●

●● ●

●●●●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●● ●

●● ●

●● ●

●●●

● ●●

●● ●

●● ●

●●●

●● ●

●●●

● ●●

●●●

●●●

●●●●● ●

●●●

●●●

●●●

●●●

●● ●

●● ●

●●●

●●●

● ● ●

●●●

● ●●

●● ●●●●

●● ●

●● ●

●●●

●●●
●●●

●● ●

●● ●

●●●

●● ●

●● ●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●
●●●

●●●

●●●

●● ●

●●●

●● ●

●●●

●●●

●●●

●● ●

●●●

●●●

●●●

●●●

● ● ●

●●●

●● ●

●● ●

●●●
●●●

●● ●

●● ●

●●●

●●●

●●●

●● ●

●●●●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●● ●

●● ●

●● ●

●●●

● ●●

●● ●

●● ●

●●●

●● ●

●●●

● ●●

●●●

●●●

●●●●● ●

●●●

●●●

●●●

●●●

●● ●

●● ●

●●●

●●●

● ● ●

●●●

● ●●

●● ●●●●

●● ●

●● ●

●●●

●●●
●●●

●● ●

●● ●

●●●

●● ●

●● ●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●
●●●

●●●

●●●

●● ●

●●●

●● ●

●●●

●●●

●●●

●● ●

●●●

●●●

●●●

●●●

● ● ●

●●●

●● ●

●● ●

●●●
●●●

●● ●

●● ●

●●●

●●●

●●●

●● ●

●●●●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●● ●

●● ●

●● ●

●●●

● ●●

●● ●

●● ●

●●●

●● ●

●●●

● ●●

●●●

●●●

●●●●● ●

●●●

●●●

●●●

●●●

●● ●

●● ●

●●●

●●●

● ● ●

●●●

● ●●

●● ●●●●

●● ●

●● ●

●●●

●●●
●●●

●● ●

●● ●

●●●

●● ●

●● ●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●

●● ●

●●●

●●●
●●●

●●●

●●●

●● ●

●●●

●● ●

●●●

●●●

●●●

●● ●

●●●

●●●

●●●

●●●

● ● ●

●●●

●● ●

●● ●

●●●
●●●

●● ●

●● ●

●●●

●●●

●●●

●● ●

●●●●●●

●●●

●●●

●●●

● ●●

●●●

●●●

●●●

●● ●

●● ●

●● ●

●●●

● ●●

●● ●

●● ●

●●●

●● ●

●●●

● ●●

●●●

●●●

●●●●● ●

●●●

●●●

●●●

●●●

●● ●

●● ●

●●●

●

●

Methods

CE
CE+rc

TM−Align
TM−Align+rc

●

●

●

●●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●
●

● ● ●

●
●

●

●

● ●●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

● ●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●
●

●

●

●
●

●

●

●

●

●

●

●●

●

●●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

● ●

●●

●●

●●

● ●

●●

●●

●●

●●

●●

●●●●
●●

●●

●●
●●

●●

●●

● ●

●●
●●

● ●

●●

●●

●●

● ●●●

●●

●●

● ●

● ●

●●

●●

● ●

●●

●●

●●

● ●

●●

●●

●●

● ●

●●

●●

●●

● ●

●●

●●

●●

●●

●●

●●●●
●●

●●

●●
●●

●●

●●

● ●

●●
●●

● ●

●●

●●

●●

● ●●●

●●

●●

● ●

● ●

●●

●●

● ●

●●

●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●
●●●●

●●

●●
●●

●●

●● ●●

●● ●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●● ●●

●●

●●

●●

●●

●●
●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●
●●●●

●●

●●
●●

●●

●● ●●

●● ●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●● ●●

●●

●●

●●

●●

●●
●●

●●

●●

●●●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●● ●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●● ●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●
●
●●

●

●

●

●

●

●

●

●

●

●

●
●

●
●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●

●

●

●●

●●

●●

●

●
●

●

●
●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●
●
●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●●

●●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●
●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●●
●
●●
●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

● ●
●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●
●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●
●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●●●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●
●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●●●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●
● ●

● ●

● ●

● ●

● ●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●
●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●
●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●
●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●
●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●
●

●

●●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●●

●

●

●

●

●

●

●

●

●

●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●

● ●

● ●

● ●

● ●

● ●

●●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●
● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

● ●

●● ● ●

● ● ● ●

●● ● ●

●● ● ●

●● ● ●●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●
●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

● ● ● ●

●● ● ●

●● ● ●
●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

● ● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●
●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

● ● ● ●

● ● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

● ● ● ●

●● ● ●

●● ● ●

●● ● ●●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●
●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

● ● ● ●

●● ● ●

●● ● ●
●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

● ● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●
●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

● ● ● ●

● ● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

● ● ● ●

●● ● ●

●● ● ●

●● ● ●●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●
●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

● ● ● ●

●● ● ●

●● ● ●
●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

● ● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●
●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

● ● ● ●

● ● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

● ● ● ●

●● ● ●

●● ● ●

●● ● ●●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●
●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

● ● ● ●

●● ● ●

●● ● ●
●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

● ● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●
●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

● ● ● ●

● ● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

●● ● ●

0 5000 10000 15000 20000 25000

0
20

40
60

80
10

0

Possible Homology Level (X)

Best Rank

G
D

T
−

T
S

 S
co

re

●

●

●

● ●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●
●

●● ●

●
●

●

●

● ●●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

● ●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●
●

●

●

●
●

●

●

●

●

●

●

●●

●

●●

●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●
●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●
●●

●●

●●
●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●
●●

●●

●●
●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●
●●●●

●●

●●
●●

●●

●● ●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●
●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●
●●●●

●●

●●
●●

●●

●● ●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●
●●

●●

●●

●●●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●●●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●●●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●
●
●●

●

●

●

●

●

●

●

●

●

●

●
●

●
●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●
●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●●

●

●

●

●●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●

●

●

●●

●●

●●

●

●
●

●

●
●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●
●
●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●●

●●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●
●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●●
●
●●
●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●

●

●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●
●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●●

●●●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●
●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●
●●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●
●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●●●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●
●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●●●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

● ●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

● ●

●●

●●

●●

●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●●●
●●

●●

●●

●●

●●

●●

●●

● ●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

●●
●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

● ●

●●

●●

●●

●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●●●
●●

●●

●●

●●

●●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●
●

●●

●

●

●

●

●

●●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●
●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●● ●●●

●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●
●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●●

●

●

●●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●
●

●

●●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●●

●●

●

●

●

●

●

●

●

●

●

●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

● ●

●●●●
●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●
●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●
●●

●●

●●

●●

●●

●●

●●
●●

● ●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●
●●

●●

●●

●●

● ●

●●●●
●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●
●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●
●●

●●

●●

●●

●●

●●

●●
●●

● ●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

●●

● ●

●●

●●

● ●

●●

●●●●

●● ● ●

●●●●

●● ●●

●●● ●●●●●

●●● ●

●●● ●

●●●●

●●●●
●●●●

●●● ●

●●● ●

●●●●

●●● ●

●●● ●

●●●●

●●● ●

●●●●

●●●●

●●● ●

●●●●

●●●●

●●● ●

●●●●

●●●●
●●●●

●●●●

●●●●

●●● ●

●●●●

●●● ●

●●●●

●●●●

●●●●

●●● ●

● ●●●

●●●●

●●●●

●●●●

●● ● ●

●●●●

●●● ●

●●● ●

●●●●
●●●●

●●● ●

●●● ●

●●●●

●●●●

●●●●

●●● ●

●●●●●●●●

●●●●

●●●●

●●●●

● ● ●●

●●●●

●●●●

●●●●

●●● ●

●●● ●

●●● ●

●●●●

●● ●●

●●● ●

●●● ●

●●●●

●●● ●

●●●●

●● ●●

●●●●

●●●●

●●●●●●● ●

●●●●

●●●●

●●●●

● ●●●

●●● ●

●●● ●

●●●●

●●●●

●● ● ●

●●●●

●● ●●

●●● ●●●●●

●●● ●

●●● ●

●●●●

●●●●
●●●●

●●● ●

●●● ●

●●●●

●●● ●

●●● ●

●●●●

●●● ●

●●●●

●●●●

●●● ●

●●●●

●●●●

●●● ●

●●●●

●●●●
●●●●

●●●●

●●●●

●●● ●

●●●●

●●● ●

●●●●

●●●●

●●●●

●●● ●

● ●●●

●●●●

●●●●

●●●●

●● ● ●

●●●●

●●● ●

●●● ●

●●●●
●●●●

●●● ●

●●● ●

●●●●

●●●●

●●●●

●●● ●

●●●●●●●●

●●●●

●●●●

●●●●

● ● ●●

●●●●

●●●●

●●●●

●●● ●

●●● ●

●●● ●

●●●●

●● ●●

●●● ●

●●● ●

●●●●

●●● ●

●●●●

●● ●●

●●●●

●●●●

●●●●●●● ●

●●●●

●●●●

●●●●

● ●●●

●●● ●

●●● ●

●●●●

●●●●

●● ● ●

●●●●

●● ●●

●●● ●●●●●

●●● ●

●●● ●

●●●●

●●●●
●●●●

●●● ●

●●● ●

●●●●

●●● ●

●●● ●

●●●●

●●● ●

●●●●

●●●●

●●● ●

●●●●

●●●●

●●● ●

●●●●

●●●●
●●●●

●●●●

●●●●

●●● ●

●●●●

●●● ●

●●●●

●●●●

●●●●

●●● ●

● ●●●

●●●●

●●●●

●●●●

●● ● ●

●●●●

●●● ●

●●● ●

●●●●
●●●●

●●● ●

●●● ●

●●●●

●●●●

●●●●

●●● ●

●●●●●●●●

●●●●

●●●●

●●●●

● ● ●●

●●●●

●●●●

●●●●

●●● ●

●●● ●

●●● ●

●●●●

●● ●●

●●● ●

●●● ●

●●●●

●●● ●

●●●●

●● ●●

●●●●

●●●●

●●●●●●● ●

●●●●

●●●●

●●●●

● ●●●

●●● ●

●●● ●

●●●●

●●●●

●● ● ●

●●●●

●● ●●

●●● ●●●●●

●●● ●

●●● ●

●●●●

●●●●
●●●●

●●● ●

●●● ●

●●●●

●●● ●

●●● ●

●●●●

●●● ●

●●●●

●●●●

●●● ●

●●●●

●●●●

●●● ●

●●●●

●●●●
●●●●

●●●●

●●●●

●●● ●

●●●●

●●● ●

●●●●

●●●●

●●●●

●●● ●

● ●●●

●●●●

●●●●

●●●●

●● ● ●

●●●●

●●● ●

●●● ●

●●●●
●●●●

●●● ●

●●● ●

●●●●

●●●●

●●●●

●●● ●

●●●●●●●●

●●●●

●●●●

●●●●

● ● ●●

●●●●

●●●●

●●●●

●●● ●

●●● ●

●●● ●

●●●●

●● ●●

●●● ●

●●● ●

●●●●

●●● ●

●●●●

●● ●●

●●●●

●●●●

●●●●●●● ●

●●●●

●●●●

●●●●

● ●●●

●●● ●

●●● ●

●●●●

●

●

Methods

CE
CE+rc

TM−Align
TM−Align+rc

Figure 7: Structure/distance predictions on CASP12 and CASP13. Ranking position of the
best related template versus CASP’s official GDT-TS prediction score.
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Appendix A Summations

Notation

• X ∈ Rn×n is a symmetric matrix

• Squared matrix X2

X2
ij = (Xij)

2

• Matrix product XY

(XY )ij =
∑n

k=0XikYkj

• Sum of all the elements in a matrix:

Σ(X) =
∑n

i=1

∑n
j=1 Xij

• Diagonal of X in vectorial form:

D = [X11, X22, ...Xnn]

• Diagonal matrix from the main diagonal of X, DX

DX = DI

where I ∈ {0, 1}n×n is the identity matrix.

• Matrix X with main diagonal set to zero, X̊

X̊ = X −DX

Summations over one index

1.
n∑
i=1

XiiXii = tr(X2) = tr(DXDX) = Σ(DXDX) = Σ((X − X̊)(X − X̊)) =

= Σ(XX)− 2Σ(XX̊) + Σ(X̊X̊)
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Summations over two indexes

2.
n∑
i=1

n∑
j=1

XiiXjj = tr(X)2 =
(

Σ(X)− Σ(X̊)
)2

=

= Σ(X)2 − 2Σ(X)Σ(X̊) + Σ(X̊)2

3.
n∑
i=1

n∑
j=1

XiiXij =
n∑
i=1

n∑
j=1

XjjXij = Σ(XDX) = Σ(X(X − X̊))

= Σ(XX)− Σ(XX̊)

4.
n∑
i=1

n∑
j=1

XijXij =
n∑
i=1

n∑
j=1

X2
ij = Σ(X2)

5.
n∑
i=1

n∑
i 6=j=1

XiiXjj =
n∑
i=1

(
n∑
j=1

XiiXjj −XiiXii

)
=

=
n∑
i=1

n∑
j=1

XiiXjj −
n∑
i=1

XiiXii = (by 2,1)

= tr(X)2 − tr(X2) =

= Σ(X)2 − 2Σ(X)Σ(X̊) + Σ(X̊)2 − Σ(XX) + 2Σ(XX̊)− Σ(X̊X̊)

6.
n∑
i=1

n∑
i 6=j=1

XijXii =
n∑
i=1

(
n∑
j=1

XijXii −XiiXii

)
=

n∑
i=1

n∑
j=1

XijXii −
n∑
i=1

XiiXii = (by 3,1)

= Σ(XX)− Σ(XX̊)− Σ(XX) + 2Σ(XX̊)− Σ(X̊X̊) =

= Σ(X̊X)− Σ(X̊X̊)

7.
n∑
i=1

n∑
i 6=j=1

XijXjj =
n∑
i=1

(
n∑
j=1

XijXjj −XiiXii

)
=

n∑
i=1

n∑
j=1

XijXjj −
n∑
i=1

XiiXii = (by 3,1)

= Σ(XX)− Σ(XX̊)− Σ(XX) + 2Σ(XX̊)− Σ(X̊X̊) =

= Σ(X̊X)− Σ(X̊X̊)
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8.
n∑
i=1

n∑
i 6=j=1

XijXji =
n∑
i=1

(
n∑
j=1

XijXji −XiiXii

)
=

n∑
i=1

n∑
j=1

XijXji −
n∑
i=1

XiiXii = (by 4,1)

= Σ(X2)− tr(X2) =

= Σ(X̊2)

Summations over three indexes

9.
n∑
i=1

n∑
j=1

n∑
k=1

XiiXjk =
n∑
i=1

Xii

(
n∑
j=1

n∑
k=1

Xjk

)
= tr(X)Σ(X) =

= Σ(X − X̊)Σ(X) = (Σ(X)− Σ(X̊))Σ(X) =

= Σ(X)2 − Σ(X̊)Σ(X)

10.
n∑
i=1

n∑
j=1

n∑
k=1

XijXik =
n∑
j=1

n∑
k=1

(
n∑
i=1

XjiXik

)
= Σ(XX)

11.
n∑
i=1

n∑
i 6=j=1

n∑
k=1

XijXik =
n∑
i=1

n∑
k=1

(
n∑
j=1

XijXik −XiiXik

)
=

=
n∑
i=1

n∑
j=1

n∑
k=1

XijXik −
n∑
i=1

n∑
k=1

XiiXik = (by 10,3)

= Σ(XX)− Σ(XX) + Σ(XX̊) =

= Σ(XX̊)

12.
n∑
i=1

n∑
i 6=j=1

n∑
k=1

XijXjk =
n∑
i=1

n∑
k=1

(
n∑
j=1

XijXjk −XiiXik

)
=

=
n∑
i=1

n∑
j=1

n∑
k=1

XijXjk −
n∑
i=1

n∑
k=1

XiiXik = (by 10,3)

= Σ(XX)− Σ(XX) + Σ(XX̊) =

= Σ(XX̊)
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13.
n∑
i=1

n∑
i 6=j=1

n∑
k=1

XijXkk =
n∑
i=1

n∑
k=1

(
n∑
j=1

XijXkk −XiiXkk

)
=

=
n∑
i=1

n∑
j=1

n∑
k=1

XijXkk −
n∑
i=1

n∑
k=1

XiiXkk = (by 9,2)

= Σ(X)2 − Σ(X̊)Σ(X)− Σ(X)2 + 2Σ(X̊)Σ(X)− Σ(X̊)2 =

= Σ(X̊)Σ(X)− Σ(X̊)2

14.
n∑
i=1

n∑
i 6=j=1

n∑
k=1

XiiXjk =
n∑
i=1

n∑
k=1

(
n∑
j=1

XiiXjk −XiiXik

)
=

=
n∑
i=1

n∑
j=1

n∑
k=1

XiiXjk −
n∑
i=1

n∑
k=1

XiiXik = (by 9,3)

= Σ(X)2 − Σ(X̊)Σ(X)− Σ(XX) + Σ(XX̊)

15.
n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

XijXki =
n∑
i=1

n∑
i 6=j=1

(
n∑
k=1

XijXki −XijXii −XijXji

)
=

=
n∑
i=1

n∑
i 6=j=1

n∑
k=1

XijXki −
n∑
i=1

n∑
i 6=j=1

XijXii −
n∑
i=1

n∑
i 6=j=1

XijXji = (by 11,6,8)

= Σ(XX̊)− Σ(X̊X) + Σ(X̊X̊)− Σ(X̊2) =

= Σ(X̊X̊)− Σ(X̊2)

16.
n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

XijXkj =
n∑
i=1

n∑
i 6=j=1

(
n∑
k=1

XijXkj −XijXij −XijXjj

)
=

=
n∑
i=1

n∑
i 6=j=1

n∑
k=1

XijXkj −
n∑
i=1

n∑
i 6=j=1

XijXij −
n∑
i=1

n∑
i 6=j=1

XijXjj = (by 12,8,7)

= Σ(XX̊)− Σ(X̊2)− Σ(X̊X) + Σ(X̊X̊) =

= Σ(X̊X̊)− Σ(X̊2)
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17.
n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

XijXkk =
n∑
i=1

n∑
i 6=j=1

(
n∑
k=1

XijXkk −XijXii −XijXjj

)
=

=
n∑
i=1

n∑
i 6=j=1

n∑
k=1

XijXkk −
n∑
i=1

n∑
i 6=j=1

XijXii −
n∑
i=1

n∑
i 6=j=1

XijXjj = (by 13,6,7)

= Σ(X̊)Σ(X)− Σ(X̊)2 − 2Σ(X̊X) + 2Σ(X̊X̊)

18.
n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

XiiXjk =
n∑
i=1

n∑
i 6=j=1

(
n∑
k=1

XiiXjk −XiiXji −XiiXjj

)
=

=
n∑
i=1

n∑
i 6=j=1

n∑
k=1

XiiXjk −
n∑
i=1

n∑
i 6=j=1

XiiXji −
n∑
i=1

n∑
i 6=j=1

XiiXjj = (by 14,6,5)

= Σ(X)2 − Σ(X̊)Σ(X)− Σ(XX) + Σ(XX̊)+

− Σ(X̊X) + Σ(X̊X̊)+

− Σ(X)2 + 2Σ(X)Σ(X̊)− Σ(X̊)2 + Σ(XX)− 2Σ(XX̊) + Σ(X̊X̊) =

= 2Σ(X̊X̊) + Σ(X)Σ(X̊)− 2Σ(XX̊)− Σ(X̊)2

Summations over four indexes

19.
n∑
i=1

n∑
j=1

n∑
k=0

n∑
l=1

XijXkl =

(
n∑
i=1

n∑
j=1

Xij

)(
n∑
k=1

n∑
l=1

Xkl

)
= Σ(X)2

20.
n∑
i=1

n∑
i 6=j=1

n∑
k=1

n∑
l=1

XijXkl =
n∑
i=1

n∑
k=1

n∑
l=1

(
n∑
j=1

XijXkl −XiiXkl

)
=

=
n∑
i=1

n∑
j=1

n∑
k=1

n∑
l=1

XijXkl −
n∑
i=1

n∑
k=1

n∑
l=1

XiiXkl = (by 19,9)

= Σ(X)2 − Σ(X)2 + Σ(X̊)Σ(X) =

= Σ(X)Σ(X̊)
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21.
n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

n∑
l=1

XijXkl =
n∑
i=1

n∑
i 6=j=1

n∑
l=1

(
n∑
k=1

XijXkl −XijXil −XijXjl

)
=

=
n∑
i=1

n∑
i 6=j=1

n∑
k=1

n∑
l=1

XijXkl −
n∑
i=1

n∑
i 6=j=1

n∑
l=1

XijXil+

−
n∑
i=1

n∑
i 6=j=1

n∑
l=1

XijXjl = (by 20,11,12)

= Σ(X)Σ(X̊)− 2Σ(XX̊)

22.
n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

n∑
i,j,k 6=l=1

XijXkl =
n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

(
n∑
l=1

XijXkl −XijXki −XijXkj −XijXkk

)
=

=
n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

n∑
l=1

XijXkl −
n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

XijXki+

−
n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

XijXkj −
n∑
i=1

n∑
i 6=j=1

n∑
i,j 6=k=1

XijXkk =

(by 21,15,16,17)

= Σ(X)Σ(X̊)− 2Σ(XX̊)− 2Σ(X̊X̊) + 2Σ(X̊2)+

− Σ(X̊)Σ(X) + Σ(X̊)2 + 2Σ(X̊X)− 2Σ(X̊X̊)

= Σ(X̊)2 − 4Σ(X̊X̊) + 2Σ(X̊2)
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