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Table S1 The range of some key hyperparameters in SyntaLinker and the chosen ones for the best 
model are in bold

Hyperparameters Search range and best value

Batch size 256, 502, 1024, 2048, 4096

Hidden states 128, 256, 512

Attention heads 2, 4, 6, 8, 10

Optimizer SGD, Adam, Adagrad

Starting learning rate 0.001 ~ 2 (1)

Drop out 0 ~ 1 (0.1)

Decay factor 0 ~ 1 (0.5)

Fig. S1 The graphical illustration of attention mechanism in SyntaLinker. The lines in the Multi-head 
attention map refers to some important attention weight between the output tokens and input 
tokens. 


