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Time series models. The ARIMA (p, d, q) model is a time series forecasting method developed by British-born American statistician George E.
P. Box and the British statistician Gwilym M.Jenkins in the early 1970s. ARIMA is an extension of autoregressive (AR), moving average (MA),
and ARMA models20 36. It aims to solve two problems: one is to decompose randomness, stationarity, and seasonality of time series; the
other is to select an appropriate model for forecasting based on analysis of time series. ARIMA has been widely used to forecast short-term
effects and trends of acute infectious diseases36. The parameters p, d, and q represent the order of autoregressive (AR), the degree of
differencing of the original time series, and the order of the moving average (MA), respectively. Due to the seasonality of influenza, we utilized
a seasonal ARIMA (SARIMA [p, d, q][P, D, Q]s) model. In SARIMA, P, D, Q, and s refer to seasonal autoregression, seasonal integration, seasonal
moving average, and seasonal period length.

a) Sequence stationarity. Time sequences (test positivity rates in Southern and Northern China and the U.S., and the number of ILI cases in
Southern and Northern China) were nonstationary (Supplementary Information Figure S3). Sequence stationarity was tested with the
augmented Dickey–Fuller (ADF) test. If lags were outside the confidence intervals after the first three lags, the time sequence was considered
nonstationary. After 1-time difference and 1-time seasonal difference, the data sequence is stable with the mean value fluctuating around the
indication. (Supplementary Information Figure S4).

b) Sequence randomness. According to the Box-Ljung statistical test results (p<0.05), the hypotheses of independence of the 5-time
sequences were all rejected.

c) Identification. Depending on the seasonal decomposition, SAF (seasonal adjustment factors), referring to factors of the seasonal cycle that
affect the sequence (Supplementary Information Figure S5). ERR (error sequence), referring to the sequence remaining after removing
seasonal factors, long-term trends, and cyclic changes from the time series, was around zero (within 5) and distributed as white noise
(Supplementary Information Figure S6).

Through observing the autocorrelation function (ACF) (Supplementary Information Figure S7) and partial autocorrelation function (PACF)
(Supplementary Information Figure S8) to recognize and analyze the characteristics of the sequence, we first listed the parameters that met
the characteristic of ACF and PACF, and then optimized the parameters in accordance with Akaike information criterion (AIC) and R2.
Additionally, autoregressive model (AR) describes the relationship between the current value and the historical value. Since the positive rate
of influenza is related to the characteristics of the virus in the epidemic season and the serial interval of influenza is 2-3 days7, AR was
selected as order 1. Generally, as the duration of influenza immunity antibody is less than one year37, it may affect the intensity of influenza
activity in the next year. We chose 0-1 for seasonal autocorrelation, but we only presented the top three candidate models in the
Supplementary Information Table S2.

d) Estimation and validation. Rationality of the model was assessed by examination of standard model fitting residuals. If fitting residuals of a
model for sequences of this study were normally distributed with zero as the mean, and the lag order residuals of ACF and PACF were within
confidence intervals (Supplementary Information Figure S9), the model was regarded as qualified. To further validate the predictive ability of
the model, we also used the influenza data from 2011 to 2018 as a training set to build models and predict the influenza activities for the
2018-2019 season. Results were assessed by comparing the test dataset of observed values in 2018-2019 and the mean absolute percentage
errors. (Supplementary Information Methods and Figure S2).

e) Application forecasting. We used these models with data from 2011-2019 to estimate the weekly influenza positivity rate for the winter-
spring season in 2019-2020 under a counterfactual scenario with no COVID-19 outbreaks and no COVID-19 NPIs. For China, forecasting
started from the week of January 7, 2020 when the SARS-CoV-2 was first identified, corresponding to epidemic week 8 in Southern China and
epidemic week 6 in Northern China. For the US, the first week for estimating was the week beginning on January 20, 2020, corresponding to
epidemic week 10 in the US. The overall impact of COVID-19 outbreaks and interventions on influenza was defined as the difference in the
area between the observed epidemic curve and the model-predicted curve. The upper/lower bounds of estimates were defined as the
difference between the observed curve and the model-predicted upper/lower bound curve of confidence intervals. We also assessed the
effectiveness of COVID-19 outbreaks and interventions by time period (Table 1), according to the timings of first identification of SARS-CoV-2
and the implementation of strict NPIs in China, and the dates of the first COVID-19 confirmed case reported and the national emergency
declared in the US. Descriptive statistics and time series analyses were conducted using SAS JMP Pro 14 and SPSS 22.0. The 2019-2020 curve
area difference for assessing the NPIs effectiveness used Graphpad prism 8.0. R version 3.6.1 (R Foundation and Origin 2019 for Statistical
Computing, Vienna, Austria) was used to plot figures.

The influenza virological surveillance data in the US used in this study are publicly available at: https://www.cdc.gov/flu/weekly/fluactivitysurv.htm. All other data
associated with this work are available at https://zenodo.org/record/4573183#.YD5JWGgzZdg




