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Supplementary Note 1: Whole exome sequencing to analyze clonal genotypes 

The generation of knock-in cells using CRISPR-Cas9 and donor-plasmid mediated homology 

directed repair can lead to at least two sorts of unwanted side effects: Firstly, off-target 

activity of the Cas9 enzyme can result in de-novo formation of insertions or deletions (indels). 

Secondly, random integration of the donor plasmid can occur. Both events modify the genome 

of a cell, potentially altering cellular functions if they take place at functionally relevant sites 

(e.g. protein coding regions). Alterations (i.e. indel formation, donor-plasmid integration) in 

protein coding regions are more likely to be detrimental compared to alterations happening 

at intronic and intergenic sites, which in most cases have no or only minimal effects on gene 

expression and cellular function.  

To evaluate, if and to what extent unwanted side-effects occurred in our knock-in cells, we 

used paired-end whole exome sequencing (WES) to obtain exome sequence data for six knock-

in clones. These comprise four single-knock-in clones shown in Fig. 2 and Fig. 4, and the PER2-

mScarlet-I/CRY1-mClover3 double knock-in clones #4 and #6 (Fig. 3 and Fig. 4) and the 

founding wild-type population. For each cell clone, over 99.9 % of the reads could be mapped 

with ~99.5% properly paired mates. Overall, more than 40 million reads per clone covered 

99.2-99.3 % of the target regions, with an average coverage depth of >86 for all clones. 

Furthermore, we took advantage of WES data from seven wild-type clones that we had 

previously acquired in another project using the same sequencing platform1.  

First, we analyzed the clones' WES data for Cas9-mediated de-novo indel formation. After 

alignment to the human reference genome (hg38), between ~20,400 and 22,600 indels per 

clone were detected, 2-3 % of which mapped to protein coding regions, 1.3–1.4 % to ncRNA 

coding regions, and the remaining to intronic (69-72 %), UTR (4.8-5.2 %) and intergenic 

regions. From these, we filtered out all indels that were also detected in the founding wild-

type population or one of the wild-type clones sequenced previously, as these indels are 

unlikely to be a product of Cas9 activity. This resulted in around 4,000-6,000 unique indels per 

clone. 

To assess, which of those indels may be the result of Cas9 activity, we generated lists with 

potential off-target sites in the human genome by using four different prediction tools 

(CasOFFinder2, allowing for up to four mismatches and RNA/DNA bulge of 1 bp, CRISPR-ML3,4, 

CCtop5 and CRISPOR6). For the three sgRNAs targeting PER2, 13,591 unique potential off-



target sites were predicted, 1,361 (10.0 %) of which map to target regions of the sequencing. 

For the only used sgRNA targeting CRY1, 4,661 unique potential off-target sites were 

predicted, 215(4.5 %) of which map to sequencing target regions.  

Finally, we examined, whether potential Cas9 off-target sites overlap with or are in close 

vicinity (+/-20 bp) to our identified unique indels. As expected, we detected indels in the wild-

type alleles of the on-target site, as seen by Sanger sequencing (Supplementary Fig. 2). In 

contrast, we did not find any Cas9-induced indel formation near the 1,576 predicted exonic 

off-target sites for all four sgRNAs used. Thus, the observed indels are unlikely to be the result 

of Cas9 off-target effects, but rather represent clonal variations or differential coverage during 

exome sequencing.  

Secondly, we analyzed the paired-end WES data for the presence of any donor plasmid 

sequence in exonic regions, which would potentially disrupt a gene’s function at the 

integration site. To this end, we remapped the WES reads to a modified reference genome 

that additionally contained the donor plasmid sequences. In the case of integration events, 

we expected to find sequencing reads that map with one end to the sequence of the donor 

plasmid and with the other end to that of the exon sequence, or paired reads, of which one 

read maps to the vector sequence and the other one to an exon.  

In one clone (CRY1-mClover3), we observed several reads spanning a part of the CD4 cDNA 

sequence in the negative selection cassette fused to a part of the 3’-homology region of CRY1 

(intron 12 of CRY1, Supplementary Note Fig. N1). The CD4 parts of the sequences map 

exclusively to the vector as they covered several exon-junctions without intronic sequences. 

A possible explanation for this is a recombination of the donor vector (Supplementary Note 

Fig. N1a), which was then randomly integrated into a non-exonic region (integration in an 

exonic region would have likely resulted in further concordant read(-pairs) at the integration 

site). The WES likely covered the sequence, since the CD4-part can hybridize with the selection 

probes.  



 

Suppl. Note Figure N1: Schematic representation of detected discordant reads (blue arrows) aligned 

to the donor plasmid (a) and to the rearrangement, which was detected in the genome by WES (b).  

 

In addition, one single read in the PER2-mScarlet-I/CRY1-mClover3 double knock-in clone #4 

aligned to the CD4 coding region as well as to the MYOF gene on chromosome 10. We do not 

consider this as strong evidence for donor vector integration, because (i) the pairing of the 

(sub-)read to the vector region was not to an donor-specific region, i.e. the CD4 coding region 

also exists in the genome. (ii) The genomic region, to which the other sub-read paired was well 

covered by >30 further reads which showed a regular pattern. In contrast, a vector integration 

would be expected to manifest in a more substantial proportion of reads (e.g. roughly 50 % 

for a two-allelic gene). 

Furthermore, we detected four read pairs, whose one read mapped to the donor vector and 

the other read to an unrelated genomic region. Of note, all of the respective vector regions 

are also present in the genome, i.e. all four read pairs can also be regarded as read pairs that 

map to different genomic regions. With ~0.3 percent of all read pairs of the dataset (i.e. 

>100.000 per clone) pairing to different chromosomes, this is a rather common phenomenon, 

which can either be an artifact of the library preparation or result from genetic 

rearrangement. Usually, a single discordant read pair is not regarded as a strong evidence for 

a structural rearrangement7. Nonetheless, we provide the information on those reads in 

Supplementary Tab. 9.  

In summary, we did not find evidence for de-novo indel formation or random integration into 

exonic regions. However, since WES mainly covers exonic regions, we cannot rule out the 

presence of the described side effects in other regions of the genome.  

  



Supplementary Note 2: Constraining the model parameters of the Relógio model to the 

experimental findings 

The modeling approach performed in this work was aimed to conceptualize our and others’ 

key findings. For this reason, we took an already published model of the mammalian 

clockwork and modified it accordingly to fit our novel results, i.e. the higher amplitude 

rhythms of PER2, the delayed phase of nuclear CRY1, and the higher abundance levels of 

nuclear CRY1. The Relógio model is an extensive 19 variable model containing clock 

transcripts, cytoplasmatic and nuclear proteins, either alone or in complex with other clock 

proteins8. We reproduced the original model and translated our experimental findings to 

refine it (Supplementary Fig. 9), i.e. 

(i) We simplified the PER2-CRY1 loop by removing the PER2 phosphorylation 

module.  

(ii) We added a dissociation event of the nuclear PER2:CRY1 complex to the 

respective monomers.  

(iii) We did not assume degradation of the cytoplasmatic and nuclear PER2:CRY1 

complexes, but rather assumed degradation of the monomers after dissociation of 

the complex, in agreement with previous experimental work9. 

The full model equations are shown below, and the names of the variables are provided in 

Supplementary Tab. 6. With the aforementioned assumptions, we then systematically 

explored the parameter space of the PER2:CRY1 loop (Fig. 5a) by increasing and decreasing 

the default parameter values (published in 8, see Supplementary Tab. 7) by 250%. We 

prioritized parameter combinations that satisfied our experimental findings, namely (i) a 

circadian period, (ii) a delayed expression of nuclear CRY1 with respect to nuclear PER2, (iii) 

higher absolute levels of CRY1, and (iv) a larger amplitude of nuclear PER2 rhythms. Since the 

nuclear PER2:CRY1 dissociation event was added as a new module to the mathematical model 

(yellow box in Supplementary Fig. 9), we allowed association and dissociation constants, as 

well as PER2 and CRY1 degradation rates to be in the range of (0.01, 2.5) and (0.01, 1), 

respectively, values that are considered physiologically relevant8. With minor adjustments 

from the original parameter values8 (Supplementary Tab. 7), we reproduced the experimental 

findings (Fig. 5b). 



Nevertheless, single cells are notoriously noisy (see Fig. 2e, 5c and Supplementary Tab. 10) 

due to the enormous cell-to-cell variability of fundamental cellular processes, such as 

transcription10, translation11 and degradation12. To mimic such heterogeneity, we simulated 

100 artificial cells in which we changed all transcription, translation, degradation, nuclear 

import and export rates (33 parameters in total). To this end, we randomly varied all 

corresponding 33 parameters. Values were taken from uniform distributions with means 

being the default parameter values (Supplementary Tab. 7) and the lower and upper limits 

being 90% and 110% of the default parameter value, respectively. Our simulations 

recapitulated the positive PER2 amplitude-period correlation observed experimentally (Fig. 

5c, d). 
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Supplementary Note 3: U-2 OS cells as a model cell line to study the molecular circadian 

oscillator 

U-2 OS osteosarcoma cells are a well-accepted cellular model in the circadian field. They 

possess an overall intact molecular clock, i.e. they display robust, temperature-compensated 

circadian rhythmicity13,14. Alike murine embryonal fibroblasts (MEF) – a widely used primary 

cell model in the circadian field – they can be entrained or synchronized by diverse Zeitgebers, 

including temperature cycles and glucocorticoids, which are thought to be highly relevant in 

the physiological context15,16. On a single cell level, circadian period distribution and period 

inheritance shows striking similarities between U-2 OS cells and mouse fibroblasts1,17 

Genetic manipulations of core clock genes in U-2 OS cells usually result in phenotypic changes 

that resemble those seen on primary MEFs. For example, CRY1 knock-out results in a short-

period phenotype, whereas CRY2 knock-out leads to period lengthening. CRY1/2 double 

knock-out or ablation of BMAL1 results in arrhytmicity13,18–21. Remarkably, similar effects can 



be observed on the level of SCN slices or behavior of knock-out mice, demonstrating an overall 

similar makeup of the molecular circadian clock over different cell types and tissues 22–25.  

However, the molecular oscillators in the SCN possess some unique features that distinguish 

them from the ‘peripheral’ oscillator in other cells (reviewed in26). Most strikingly, extensive 

intracellular coupling of inherently noisy single cell circadian oscillations confers the central 

oscillator a superior robustness 24. In regard of these differences, data from peripheral cells 

do not always reflect the SCN state.  

Together, there are several reasons to assume that the fundamental molecular mechanism of 

the circadian clock in U-2 OS cells is very similar to that in primary cells. Indeed, the delayed 

CRY1 expression that we observe in U-2 OS cells is also present in mouse liver cells and 

fibroblasts27,28. Yet, we cannot exclude the possibility that genomic aberrations in these cells 

led to alteration in the clock protein dynamics compared to primary osteoblasts. However, the 

state variables of the circadian network in these cells allow for robust, free-running, 

entrainable and temperature compensated circadian oscillations. Thus, they represent a 

model of human cells that contain a functioning peripheral circadian clock (in contrast to many 

other transformed cell lines that are arrhythmic29). 
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Supplementary Figure 1: Screening of potential single knock-in clones. a and b: Screening of potential 

CRY1 (a) and PER2 (b) knock-in clones by fluorescence microscopy using YFP and RFP channel. For each 

knock-in, three examples of fluorescent cells are shown along with wild-type cells that show auto-

fluorescence only. Clones that were confirmed positive for correct knock-in by PCR afterwards are 

marked with *, clones used for all further analysis with **. c-e: Single knock-in (c,d) and wild-type cells 

(e) were imaged using YFP and RFP channel. Auto-fluorescent perinuclear signal appears in fluoresce 

in both channels and were also present in wild-type cells. f Fluorescence lifetime imaging (FLIM) of 

CRY1-mClover3 knock-in cells reveal different fluorescence lifetimes (τ) of specific nuclear and auto-

fluorescent perinuclear signals. Scale bar: 30 µm. g Chimeric mRNA was detected in single clones by 

RT-PCR (as in Fig. 1c). h Successful knock-in was confirmed by amplification of the targeted region of 



PER2 and CRY1 genomic loci by PCR, which shows either wild-type allele, the larger knock-in allele or 

both. Bands corresponding to knock-in alleles are marked by arrows. Additional bands are most likely 

heteroduplexes of wild-type and knock-in PCR product. i Pairwise ratios of genomic copy numbers of 

fluorophores and target genes were determined by ddPCR to assess the fraction of knock-in alleles. 

For the clone marked by (*), results obtained from the resulting double knock-in clone is shown. Bars 

depict the mean. j Percentage of positive knock-in clones in relation to all screened clones for the 4 

different knock-in experiments. Numbers indicate count of correct and initially screened clonal 

colonies, respectively. mSca = mScarlet-I, mCl3 = mClover-3, PCR = polymerase chain reaction, n.d. = 

not done. HDR = homology directed repair, FP = fluorescent protein, RFP = red FP, YFP = yellow FP, wt 

= wild-type. Source data are provided as a Source Data file. 
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Supplementary Figure 2: Sequencing of genomic DNA of analyzed knock-in clones. Genomic DNA 

spanning the targeted region was PCR-amplified and analyzed by Sanger sequencing. Sequence 



alignments with the expected sequences are shown for clones of CRY1-mClover3 (a) CRY1-mScarlet-I 

(b), PER2-mClover3 (c) and PER2-mScarlet (d) knock-in cells. Depicted are (from top to bottom): 

schematic view of the amplified locus, sequence spanning the beginning of the inserted sequence, 

sequence spanning the end of inserted sequence, wild-type loci for mono-allelic knock-in clones. For 

double knock-in clones, only the CRY1 locus was sequenced, as the PER2 locus is expected to be the 

same as in the parental PER2 knock-in clones (c and d). HF-tag: His/Flag tag. PAM: protospacer adjacent 

motif.  

  



 
 

Supplemental Figure 3: Complete time series of knock-down experiment. a Differential interference 

contrast (DIC) images for Fig. 1F, scale bars: 20 µm. b-e: U-2 OS knock-in cells expressing CRY1-

mClover3 (a), CRY1-mScarlet-I (c), PER2-mClover3 (d) or PER2-mScarlet-I (e), respectively, were either 

left untreated or transduced with shRNA targeting either CRY1 or PER2. After synchronization, 

fluorescence in the respective channel was recorded for 24 hours. Scale bar: 20 µm. f Background 

subtracted mean nuclear fluorescence at 10 h after synchronization. n: 20 knock-in cells per condition, 



120 non-fluorescent (wild-type) cells. Boxplots: box: interquartile range, center: median, whiskers: 

minimum to maximum. p-values: Kruskal-Wallis test, two-sided. mSca = mScarlet-I, mCl3 = mClover-3, 

shRNA = short hairpin RNA, wt = wild-type. Source data are provided as a Source Data file. 

  



 

 

Supplementary Figure 4: Analysis of circadian rhythms and fluorescence signals in single knock-in cells. 

a-d Individual clones and wild-type cells were transduced with a Bmal1:Luc reporter and luminescence 

was recorded over four days. Depicted are mean + SD of four individual, detrended traces resulting 

from two independent experiments (a) and (b), and mean calculated period lengths (c) and amplitude 

(d) for both experiments. e Ability of CRY1 fusion proteins to inhibit CLOCK/BMAL1 induced activation 



of an E-Box reporter plasmid. HEK-293 cells were transfected with an 6xE-Box-luciferase reporter plus 

the indicated constructs and reporter activity was measured (n=2 independent experiments). f-g Mean 

fluorescence signals in the cytoplasm (left) and nucleus (right) of individual CRY1-mClover3 (f) or PER2-

mScarlet-I (g) knock-in cells were compared to those of wild-type cells. Data was quantified for 5 time-

points spanning accumulation and peak phase of expression (n = 5 cells). p-values: one-way ANOVA, 

two-sided. Exact p-values for 4f, right panel (from left to right): 0.0016, 0.0016, 2.7*10-5, 9.6*10-7, 

6.3*10-8. mSca = mScarlet-I, mCl3 = mClover-3, wt = wild-type. Source data are provided as a Source 

Data file. 

  



 

 

Supplementary Figure 5: Time series of HCT-116 double knock-in cells. a Montages of bicolor 

fluorescence microscopy images of individual HCT-116 double-knock-in (PER2-dClover2/CRY1-

mScarlet-I) cell‘s nuclei over the course of 2 days. Time series of four representative individual cells are 

shown. Scale bar: 10 µM. b Mean nuclear fluorescence signals were quantified, backgrounds 

subtracted and signals normalized by dividing by mean signal of the time course.  c Percentage of 

significantly rhythmic time series (n=10 cells). d-e Period and amplitude of significantly rhythmic single 

cell time series from (c). Boxplots: box: interquartile range, center: median, whiskers: minimum to 

maximum, mean is marked with (+). f-g Comparision of period and amplitude distribution between U-

2 OS and HCT-116 double knock-in cells. p-values: Mann-Whitney-U test, two-sided (f), unpaired 

students’s t-test, two-sided (d and g). n = 9 rythmic cells for HCT-116 and 48 rhythmic cells for U-2 OS. 

Bars depict mean. SKI = single knock-in, DKI = double knock-in, mSca = mScarlet-I, mCl3 = mClover3, FP 

= fluorescent protein, RFP = red FP, YFP = yellow FP, HFtag = 6xHis/FLAG tag, wt = wild-type. Source 

data are provided as a Source Data file. 



 



Supplementary Figure 6: Selection and characterization of double knock-in clones. a Screening of 

clones with potential CRY1-knock in by fluorescence microscopy. For each knock-in, 3 example clones 

with the expected pattern are shown along with a negative clone. b Chimeric mRNA was detected in 

the three single clones from (a) by RT-PCR using RT-primer specific to the insertion, i.e. gene specific 

forward and fluorophore specific reverse primer. Arrows indicate the expected band for correct 

insertion. c Successful knock-in was confirmed by amplification of the edited genomic locus using out-

out PCR followed by Sanger sequencing. Results exemplarily shown for double knock-in clones #3 and 

#6. d Pairwise ratios of genomic copy numbers of fluorophores and target genes were determined by 

ddPCR to assess the fraction of knock-in alleles (n = 1 - 2 independent experiments). e-h Individual 

double knock-in clones, the corresponding parental clone and wild-type cells were transduced with a 

Bmal1:luciferase reporter, and luminescence was recorded over four days. Depicted are mean ±SD of 

four individual, detrended time series resulting from two independent experiments (e-f), and mean 

period lengths and amplitudes for both experiments (n = 2 independent experiments) (g-h). Clone #6 

was used for imaging analysis. i Percentage of positive knock-in clones in relation to all screened clones. 

Scale bar: 20 µm. mCl3 = mClover3, mSca = mScarlet-I, FP = fluorescent protein (mScarlet-I or 

mClover3). Source data are provided as a Source Data file. 

  



 

 

Supplementary Figure 7: Phase difference of PER2 and CRY1 under various conditions. Analysis of 

phase difference between CRY1 and PER2 nuclear accumulation in individual double knock in cells: a 

U-2 OS cells after synchronization by cold shock, b U-2 OS cells after synchronization by medium 

exchange, c HCT-116 after synchronization by medium exchange. For (a), phases were calculated 

excluding the first 24 hours of the time series. p-values: Wilcoxon matched-pairs signed rank test, two-

sided. Numbers (n) refer to individual cells. Bars define the median. Source data are provided as a 

Source Data file. 

  



 

 

Supplementary Figure 8: Analysis of PER2-Luc and CRY1-Luc oscillations. Extracted periods, amplitudes 

and phases from Fig. 4C. Data from n = 2 independent experiments  with two clones of each knock-in 

and 3 technical replicates. Bars define the median of the two experiments. Source data are provided 

as a Source Data file. 

  



 

 

Supplementary Figure 9: Scheme of the employed conceptual model. Model was adapted from the 

Relógio system8, in which nuclear dissociation of the PER2:CRY1 complex into the clock monomers is 

emphasized (yellow box). This additional nuclear dissociation module was added to the original model 

and nuclear PER2 and CRY1 monomers were modeled as explicit variables. Blue boxes indicate nuclear 

proteins/complexes, green boxes indicate cytoplasmatic proteins/complexes. Clock transcripts are 

shown in italics. Colored lines indicate positive (green) and negative (red) regulations of proteins on 

expression of other clock components. 

  



 

Supplementary Figure 10: Exemplary sorting strategy for positive/negative selection. Open forward 

scatter (FSC) and sideward scatter (SSC) were used to gate out debris and doublets before first sorting 

for CD4-/CFP+ cells (a) and, after CRE transfection, for CFP- cells (b). 



 

  



 



 

  



 

  



 

  



 



 

  



 

  



 

  



 



 



 



 



 

  



 

 


