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study, reduc 3IR DNA synthesis could result from a high percentage of cells
that are n phase. One possibility is that BIR replication is slower than S-phase replication
only when outside of S phase. It would be meaningful to compare BIR synthesis rate when cells
are in S phase with S-phase replication rate.

4. The observation in this study that Pifl and Pol32 mutants have a pronounced defect for long-
range DNA syntheses is expected based on the study from Ira’s group (Nature, 502:393). The DLC
assay needs to be used to show that stand invasion is normal in the Pifl and Pol32 mutants.

5. It is an interesting observation that impairment of lagging-strand synthesis limits leading strand
synthesis to 20 kb. In a recent paper, Symington’s lab showed that Pols, but not Pole, is required
for BIR DNA synthesis (Mol. Cell, 76:371). It would be informative to test whether Pole has any
effect on BIR DNA synthesis using the DLE assay.

6. Since repetitive sequences and transcription (R-loop) stall general S-phase DNA replication, it is
not surprising to see that they also suppress BIR replication. The current study provides



descriptive observations in this direction. It will be more impactful if the authors can demonstrate
the mechanistic regulation of how fork blockage halts BIR in a way that may be similar or different
from S-phase replication blockage. For instance, what are the proteins/signaling pathways that are
involved in connecting the suppression of BIR-replication with fork blockage (by repetitive
sequences and R-loops)? Are there different signaling mechanisms used for suppression of S-
phase replication and BIR replication upon fork blockage? Does BIR replication also influence
transcription efficiency?

7. It will be helpful to use a table to compare the frequencies of mutagenesis and GCR caused by
BIR, transcription-associated BIR, and transcription-associated replication.

Referee #2:

synthesis step of BIR and the in-depth anak
pri2-1. Application of ddPCR to detect BIR

described. Besides BIR synthesis and
repair outcomes and mutagenesis to co

determined the types of
BIR process and intermediates.
results are presented clearly
with insightful conclusions. Toge ortant addition to the field and

recombination eventg\Itals : 3ise ] ions regarding BIR and gene conversion
mechanisms like all oth { i
which should be clarifi

experimen ere performed in G2-arrested cells, such information should be clearly described in
the text and the procedures.

2. Monitoring the integrity of Ya fragment to analyze the strand invasion event sounds logical.
However, it was shown that strand invasion is not immediately followed by 3’ flap removal.
Therefore, the authors’ assertion that BIR synthesis initiates immediately after strand invasion
might be inaccurate and should be further confirmed by the timing of Rad51 ChIP, a more accurate
indicator of strand invasion at the donor-specific DNA sequence. One can possibly insert a unique
sequence next to the donor molecule to generate donor-specific DNA.

3. The effect of highly transcribed regions on BIR are interesting and worth analyzing further.
Given the super-high expression the galactose promoter induces, one wonders what is the level of
transcription that is sufficient to alter the BIR event. It can be determined by altering the level of
galactose in the media and monitoring the level of HIS3 mRNA steady-state level and BIR. It could
be that the transcription level and BIR are inversely correlated with each other or alternatively, a



certain threshold might exist that is co-incident with the level of R-loops. Can the authors examine
the R-loop formation by ChIP using the R-loop-specific antibody at the Gal-HIS3 locus?

4.1 am concerned that the ~20 kb of leading-only DNA synthesis in the pri2-1 mutant could be

due to the hypomorphic nature of the mutation, instead of the intrinsic ability of cells to tolerate
such a long ssDNA or a unique replication fork lacking lagging-strand synthesis up to 20 kb. One
way to resolve this issue is to generate a pri2 degron and determine if the AMBER pattern is still
similar to pri2-1 at the non-permissive condition.

5. Given that the telomere repeat sequence can form G4 DNA, is the effect of ITS on BIR and BIR
synthesis specific to the telomere sequence or can it occur with other G4 DNA as well? Is there any
effect on RRM3 deletion in BIR across ITS? Is there any size threshold of ITS lock BIR
synthesis?

6. I am puzzled why the AMBER could not detect the apparent differengeni cy at ITS in
place after 10 h
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Referee #3:

The authors examin
droplet PCR, termed A
Saccharomyces cereyisi

conflict between transcription and BIR-associated DNA synthesis by measuring DNA synthesis,
mutagenesis, and repair outcomes. Overall, this work provides important new insights into the
mechanisms of BIR and how BIR may contribute to genome instability.

Addressing the following points will further strengthen this manuscript.

Specific comments:

1) The title should be reworded, by using ‘details’ the authors undersell their work.

2) The conclusion that DNA synthesis starts immediately after DNA strand invasion directly
contradicts earlier work published by the Haber laboratory (refs. 21, 22). The authors should

discuss this discrepancy, probably best in the Extended Data section.

3) In Figs 1, 3 and 4, the experiments are conducted in cycling cells, so that HO cleavage can



occur in G1 and post-S cells, with likely both sister chromatids being cleaved. This aspect should
be discussed. Does BIR happen in G1? Is it different from post-S BIR?

4) Fig. 1: In a, the black triangle needs to be defined.
In ¢, why is there a copy humber decrease at -150 kb in the rad52 strain?

In e, the authors show a difference between the phenotype of pol32 and pifl, which begs the
analysis of the double mutant.

Is the removal of the Ya sequence affected in pol32 and pifl? This is anotherdandmark that can be
established.

5) Fig. 2: The authors deduce a distance of ~20 kb between the leading a i trand but the
error in this number appears to be very large (in my estimate £ 10 kbX Rl e and error

for the value and provide it in the text.
In b, consider using the same scale for both graphs.
In d, the copy number in wild type starts higher th%er m t. Is the difference

significance and what is the explanation?
rred and @ baXdirectly

7) Fig. 4 and line 169 & throughout: d abbreyiation e head-on collision in this
text because the authors use the HO endqhuclease to'ird z% <
S
In a, why italics for leu- and ade 1énoty @otypes.
C b in ., which pGAL construct and orientation
{ legend.

| of the GAL1 promoter, not the native URA3

6) Figs 3 and 4: The stalling of the BIR DNA
demonstrated by 2D gel analysis.

In b, ¢, e and f, plea
is shown that the reade

Line 206: Fig. 4a o 3
promoter.

8) ExtendedData Fig. 1: Why is there a decrease in the Ya copy number in rad51? More detail on
the assay for Ya cleavage could be provided. What is the placement of the primers?

9) Extended Data Fig. 5: To strengthen the conclusion about the involvement of R-loops, the
authors should measure R-loop levels directly under these conditions.

Does sin3 affect BIR stalling after the BIR-associated DNA synthesis is established?

Line 175: Relative to the data in Extended Data Fig. 1b, it appears that Ya disappearance (i.e.
cleavage) in Extended Data Fig. 5b is affected by ongoing transcription. Authors claim that ongoing
transcription only affects the synthesis step of BIR, but it appears to also interfere with stable D-

loop formation and flap cleavage.

Extended Data Fig. 5d,e: It would be helpful if the authors can label these plots.



10) Lines 72-74: Flap cleavage is presented here and throughout as the time of the invasion/D-
loop formation, but the flap likely triggers multiple rounds of invasion/D-loop formation followed by
disruption. Moreover, I am not sure that we know that flap cleavage itself does not trigger D-loop
disruption.

11) Lines 219-221: The sentence "it is possible that BIR contributes to the genetic instabilities
reported in relation to fragile sites.” may have to be qualified as not fragile sites derive from DNA
synthesis/transcription conflicts.

Minor issues:

12) Lines 93, 195: “wt” or “wt” is used as an abbreviation for wild type witho reviously
defining. Italics/non-italics should be applied consistently to this term.

<
13) Line 103: “longer-range”; “long-range” instead?
14) Line 104: “almost no increase of synthesis” -- “almost p reas syhthesis” instead?
15) Line 116: “products by CHEF measuring the” -- “products by CHEF gel €lectrophoresis

measuring the” instead?

16) Lines 122, 123: May need to insert a sengé
experimental rationale.

19) Line 311: The title of refere
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1. We thank Reviewer 1 for his/her positive assessment of our manuscript. We hope that our

additional work described here convinces Reviewer 1 that our manuscript is important for the

field, based not only on the development of a new quantitative method to study DNA
synthesis during BIR, but also based on numerous novel findings, including:

Aut
Res ts

1. Determining the kinetics of BIR with high precision, which uncovered that the
rate of BIR synthesis is ~6 times slower than S-phase replication.

2. The identification of BIR-specific roles for various proteins that revealed
important mechanistic features of BIR. For example, our evaluation of a
primase-deficient mutant enabled us to quantify the asynchrony between
leading and lagging strand BIR synthesis.

3. By identifying the difficulty for BIR to initiate in the vicinity of highly transcribed
units, we predicted the need for regulation of BIR-mediated replication restart,



as well as described genetic instabilities resulting from conflicts between BIR
and transcription units.

4. We defined the mechanism of BIR interruption at ITSs, yet another genetic
instability associated with BIR.

2. Reviewerl comment: “Since the AMBER assay does not significantly advance the DLE
assay conceptually and technically, it should be called a modified DLE assay instead of
giving it a new name. In Heyer’s paper, DLE was also used to monitor DNA synthesis of the
D-loop during BIR. Similar observations of initiation of DNA synthesis the arrival of
synthesis peak are reported in this study and in Heyer et al.’s report.

<

, n @'on in the

f a recenthcgeveloped DLE
et 2019)". However, we
ER method was

Answer: We thank the Reviewer for this question. In res
revised manuscript that our method represents “a deri
method measuring D-loop extension (Piazza et al.,.2018; Pia

D

discussion of this within the revised mant NSt we disc detail below, and
we have added a more brief clarificationo & \n tHe re@ uscript.

.
We agree that the DLE assay developed W resents a breakthrough, as it was
used to demonstrate that the i R [ an be captured both in wild type

cells and in some B
result was important
successfully stabilizee

PCR (gPCR), whi by restriction enzymes followed by
proximal ligagion>Dig required for the DLE assay to create new
juncti at could e C ‘\\\g BIR synthesis (not before), thus limiting the initial
background sighé& e ons could be detected by gPCR.

Our AMBER method employs droplet digital (dd) PCR, which is much more sensitive than
gPCR and allows detection and quantification of the newly synthesized DNA without the
need to eliminate the background signal of the original donor chromosome. Our goal was to
preserve all newly synthesized DNA, including persistent ssDNA, and to quantify it in
absolute numbers instead of as relative fold-changes. To achieve this, we used two buffers
described for the DLE protocol (lysis buffer and DNA dissolving buffer (Piazza et al., 2018)),
which seemed to be amenable to isolating and preserving ssDNA, particularly because they
were devoid of SDS. We also developed procedures to remove detergents from the
solutions to make the prepared DNA compatible with ddPCR. As a result, our AMBER
method offers the following advantages:

1. Avoiding the high inter-sample variability that is characteristic of DLE (from
variations in cutting and ligation efficiencies).



2. Detecting BIR synthesis by copy number changes at any position, whereas
DLE can only detect DNA synthesis at the very beginning of BIR, due to
limited restriction sites and the length requirement for full ligation.

3. Eliminating non-BIR signal by using of fluorescent probes in addition to
primers (non-specific binding of primers to other locations can occur in DLE
assays).

4.  Allowing DNA synthesis to be quantified as copy number, so that both
increases and decreases (e.g., clipping of Ya flaps, degradation in rad52A4,
see our response #24 to the Reviewer 3) in DNA can be detected. The current
DLE protocol has no means to identify elimination of DNA.

We thus believe that our method warrants a different name, as AMB
combination of DLE with ddPCR. Our detailed protocol for DNA
contains all these additional comments in the revised m cri

also developed in Heyer’s lab (Mol. Cell,
than to use disappearance of the Ya flap, , 23:291) and
Heyer’s lab (Mol. Cell, 73:1255) sh DNA synthgsis strand invasion,

Answer: We thank the Revie | gree that the DLC assay

represents a more dige QHow asiop/compared to monitoring the kinetics of
Ya disappearance. A v“ er,)we analyzed strand invasion by DLC,
which showed str IORiniti »a;}) and 1.5 hours after DSB induction. As an
orthogonal appro ifvasion by detecting the time of Rad51 loading

NOUIS.3

\ induction, consistent with the DLC assay. This is
hour earlier they

he beginning of BIR synthesis that we detected using

synthesis, which is similar to the results obtained by Heyer’s lab (Piazza et al., 2018; Piazza
et al., 2019). This finding is also in line with the 40-minute delay previously observed for the
initiation of DNA repair synthesis during MAT switching (Hicks et al., 2011). Importantly,
though, we did not observe a long (3-4 hour) delay between strand invasion and DNA
synthesis that was previously reported (Donnianni and Symington, 2013; Jain et al., 2009;
Jain et al., 2016; Malkova et al., 2005). Based on our findings, we hypothesize that the 3- to
4-hour delay likely included not only the time required to initiate leading strand BIR
synthesis, but also the time for the nascent ssDNA to be copied to dsDNA, consistent also
with (Donnianni and Symington, 2013). In the revised manuscript, we have tried to clarify
that the distinction we are making regarding the timing of initiation of BIR synthesis is
between our data and the reported 3- to 4-hour delay reported by the Haber lab (Jain et al.,
2009; Jain et al., 2016; Malkova et al., 2005).



Our response to this comment includes addition of data describing strand invasion kinetics
analyzed by Rad51-CHIP and the DLC assay in Extended Data Fig. 1a,b. We made the
following change to the abstract, which now states: “Here, we developed an assay to monitor
repair specific DNA synthesis and demonstrate that BIR synthesis initiates ~1 hour following
strand invasion...... ”. In addition, the following sentences have been included in the Results
section: “BIR synthesis of the first 500 bp was detected by ddPCR as early as 2.5 hours
post-DSB induction (Fig. 1b), about 1 hour after ChlIP detection of Rad51 loading onto the
donor Chromosome lll, which was used as a readout of strand invasio xtended Data Fig.
1a), or by D-loop capture (DLC) assay(Piazza et al., 2019) (Extended Data Fig. 1b)".
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is that BIR replication
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synthesis occurs in G2 (Donnianni and 201.3; a\- prianni et al., 2019; Jain et al.,
2009; Jain et al., 2016; Malko 0 [ ‘ \ 013). Other studies of BIR in
yeast, such as event 3 i ei-replication, etc., are also likely

evaluating events tr%t f S greover, the examples of BIR-like events
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: ,%O ) . In sum, based on the information
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be followed during S phase. However, we agree with the

different.

5. Reviewer 1 comment: The observation in this study that Pif1 and Pol32 mutants have a
pronounced defect for long-range DNA syntheses is expected based on the study from Ira’s
group (Nature, 502:393). The DLC assay needs to be used to show that stand invasion is
normal in the Pifl and Pol32 mutants.

Answer: Based on the studies from Ira’s group (Wilson et al., 2013) and others (Deem et al.,
2008; Lydeard et al., 2007; Saini et al., 2013; Smith et al., 2009) we know that both pol324



and piflA mutants are defective in BIR that requires synthesis of 30-100 kb. We used
AMBER to gain additional information about these enzymes. Our goal is to convey that, by
using AMBER, we can now determine the extent of synthesis that is possible in the absence
of POL32, PIF1, or any other BIR-related protein. We believe this is very important, because
it allows us to diagnose the specific defect of any BIR mutant with high precision. To respond
to the Reviewer's comments, we have included new data in the revised manuscript that
demonstrate that no BIR synthesis is initiated in pol324 pif1A double mutants (Fig. 1e), and
we also performed DLC assays in pol324 and piflA mutants, which determined that they are
proficient for strand invasion (Extended Data Fig. 3e). In addition, the following sentences
have been included into the text: “Additionally, neither of these mutation
efficiency of strand invasion (Extended Data Fig. 3e).”; and also: “Interesti , in pol324
piflA double mutants, no synthesis occurred, even at the 200bp<posit
suggesting that Pol32 can promote at least some bubble migrati
and vice versa.”

6. Reviewer 1 comment: It is an interesting obs
synthesis limits leading strand synthesis to

Haber’s lab (
role i t

in Exten ata Fig. 3f. In addition, the following sentence has been included in the text:
“In addition, we observed only a mild defect that was statistically significant only at 90 kb
following AID-degron inactivation of Pole (Extended Data Fig. 3f), consistent with the primary
role of Pols in BIR”.

7. Reviewer 1 comment: “Since repetitive sequences and transcription (R-loop) stall general
S-phase DNA replication, it is not surprising to see that they also suppress BIR replication.
The current study provides descriptive observations in this direction. It will be more impactful
if the authors can demonstrate the mechanistic regulation of how fork blockage halts BIR in
a way that may be similar or different from S-phase replication blockage.




For instance, what are the proteins/signaling pathways that are involved in connecting the
suppression of BIR-replication with fork blockage (by repetitive sequences and R-loops)?
Are there different signaling mechanisms used for suppression of S-phase replication and
BIR replication upon fork blockage Does BIR replication also influence transcription?

Answer: We agree that distinctions between the impact of road blocks on S-phase
replication versus BIR are highly interesting and relevant. It is important to note that there
are hundreds of manuscripts describing the impact of different impediments on DNA
replication, while ours is the first manuscript to address these questions ok BIR. Clearly,
much more work is needed to comprehensively compare the nature a itude of the
effects of replication impediments between BIR and regular repI@atio

the two obstacles tested here: high transcription and ITS!
response by these two obstacles and added new mechanistic

additional experiments.
: <

Our main finding regarding the effect of highly transchi on BIR is that head-on
transcription profoundly blocks tiatio App Iy50% of BIR is never completed

Impact of high transcription on BIR

when a highly transcriked gene

nt nex nd invasion site, and BIR becomes
“stuck” at the strandJjnvas ‘ veral hour ct this dramatic for a single
do umen% rmal replication to our knowledge. Some

transcribed gene has

reports suggest a of replicat head-on transcription in certain mutants in
bacteria (for exam s defi rRJ¥e0p processing (Lang et al., 2017)), but this
may n S in wi ells. Thus, we conclude that the phenotype we

des ' for BIR,

Our new € iments show that initiation of BIR immobilizes rPolll on DNA, thus not only
BIR is blocked, but also transcription is paused. Specifically, while addressing this
Reviewer’s question regarding “mechanistic regulation of how fork blockage halts BIR” and
whether “BIR replication also influence transcription”, we found a significantly lower level of
HIS3 mRNA transcripts when Pgai:-HIS3 was oriented in the head-on (H-On) direction
versus co-directional (Co-D), even though rPolll binding to the coding region was similar
between the two. Experiments employing another high transcription unit, Prer-HIS3,
provided additional insight. Specifically, while we observed a robust induction of Prer-HIS3
transcription 1 h after addition of doxycycline, with the level of HIS3 mRNA positively
correlating with the amount of doxycycline added (Fig. 4e), the level of HIS3 mRNA induced
by high doses of doxycycline decreased following BIR induction and was 25-fold lower in
strains with a DSB compared to no-DSB controls at the 10-hour time point (Fig. 4f). At the
same time, the level of BIR synthesis initiated in these experiments, based on AMBER




analysis at the 10-hour time point, was inversely correlated with the level of transcription
(Fig. 4e). Taken together, these new results support that H-On transcription and strand
invasion during BIR inactivate each other.

To gain additional insight into the “mechanistic regulation of how fork blockage halts BIR”,
and “how BIR affects transcription after BIR initiated”, we performed RNPII CHIP-seq
analysis at a time point when about half of cells in the culture have completed DNA
synthesis through 30 kb from the strand invasion site. Interestingly, we found that RNPII
accumulated at TES zones of H-On- but not Co-D-oriented genes within BIR tract.
Importantly, this result was specific to BIR, as it was observed in BIR wi cells, but not

Oblem traversing transcription units, but

report that t el of genetic
genes is ordeks gnitude higher
pplem’ ble 1 and the

<

ggt% of BIR to initiate near
x known about S-phase replication
ay specifically under these
at BIR is not well suited for this role, and
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hromosomal rearrangements that are at least an order
Se associated with S-phase replication. This result suggests

collisions with transcription units could contribute substantially to the genetic instabilities
associated with fragile sites.

In response to this reviewer’'s question, we added new data into Fig. 4d-g and Extended
Data Fig. 8d-f. In addition, the following sentences addressing the mechanism of interaction
between high transcription and BIR were added to the text: “The apparent collision between
the migrating D-loop and transcription bubble is supported by much lower accumulation of
HIS3 mRNA in strains with H-On- versus Co-D-oriented HIS3 8 h after DSB induction (Fig. 4
d), while ChlIP of the Rpb1 subunit of the rPolll complex confirmed similar rPolll binding in
both orientations (see Extended Data Fig. 6a, b for primer positions). Based on these
results, we propose that immobilized rPolll on DNA, blocks the progression of both BIR and
further transcription. To uncouple the timing of DSB induction and transcription, we inserted



PreT on)-HIS3 in H-On orientation (Fig. 4a), which also enabled us to regulate the level of
transcription with doxycycline.

We observed a robust induction of Preron)-HIS3 transcription 1hour after addition of
doxycycline (right before galactose addition), and the level of HIS3 mRNA positively
correlated with the amount of doxycycline added (Fig 4e). As anticipated, the level of BIR
synthesis in these experiments analyzed at the 10-hour time after DSB induction, was
inversely correlated with the amount of doxycycline (Fig. 4e). Notably, the level of HIS3
MRNA induced by high doses of doxycycline (5ug/ml) decreased following BIR induction and
was 25-fold lower in strains with a DSB compared to no-DSB controls at\the 10-hour time
point (Fig. 4f). Taken together, we propose that initiation of BIR and H-O nscription

reciprocally block one another.” S
In addition, to address the collision between head-on tr i ti%ilized BIR, we
er

added the following sentences to our text: “We next tested wi can traverse highly
IR synthesis defect was
ion in either opieqtation as

mgsome lll before and 6
hours after DSB induction in strains una [ ' -deficient rad514 mutants. At
6 hours, when BIR copying of > in more than a half of the cells,
while only a limited pori f synthesis (Extended Data Fig.
8d), rPolll had accuhu ral H-On transcription genes within
the first 30 kb of BIR i
Fig. 8e(i), ). rPoll

, tended Data Fig. 8e(iii)), and it was specific to chromosome 1ll genes
(Extended Data Fig. 8e (iv)). Taken together, these results suggest that BIR synthesis can
progress through transcribed genes, but actively transcribed genes in the H-On orientation
promote transient stalling of the migrating bubble.”

Impact of ITS on BIR

The difference between replication and BIR is also very clear when we compared the impact
of ITSs. ITSs are maintained relatively well in the strain investigated, suggesting that they
are successfully replicated during S phase. Strikingly, the same ITS blocked BIR in nearly all
cells. We found that ITS blocked BIR synthesis even in telomerase-deficient (tlc1A) strains.
We interpret this finding to mean that interruption of BIR at ITSs is the primary event, while



capping of the newly synthesized DNA with a telomere via recruitment of telomerase
represents a secondary event. In the revised manuscript, we include new experiments to
demonstrate that it was not G4 structures within ITSs that stalled DNA synthesis during BIR,
as we observed no impact of G4 forming sequences (Kim et al., 2011; Kim and Jinks-
Robertson, 2011, Lippert et al., 2011) and G4-stabilizing agents (Ribeyre et al., 2009) or
mutations that result in deficient processing of G4 structures on BIR synthesis. Instead, we
propose that it is more likely that the BIR interruption was caused by proteins binding to
ITSs, such as the essential for cell viability Tbf1 protein, which has been shown to bind
human telomere sequences in yeast with a threshold of ~40-45 for the formation of capped
telomere structures (Ribaud et al., 2012). In support of this, AMBER detected a similar
threshold of BIR progression defect when it encountered (ITS)40, while IT ith <28
telomere repeats did not impede BIR progression. S

The data described above are included in the revised ipti tehded Data Fig. 5a-
for ITS. In addition, a new paragraph describing these finding ve been included in the
text.

ming G4 structure
equence(Kim and
elecation, even in the
presence of the G4-stabilizing agent Phe 810) (Extended Data Fig. 5b-
e). In addition, deletion of RR A ures(Geronimo and Zakian,
|ther (ITS)40 or (ITS)2s (see
‘W'A ved that human telomeric repeat (2
TS (<28 repeats) did not interfere with
reshold for the number of telomeric

he that is required to bind Tbf1 for the
., 2012). However, Sanger sequencing of BIR

below (Extended I@t
40) interfered with B
BIR (Extended Daja i

8. Reviewer 1 comment: It will be helpful to use a table to compare the frequencies of
mutagenesis and GCR caused by BIR, transcription-associated BIR, and transcription-
associated replication.

Answer: We thank the Reviewer for this suggestion, and we have added the recommended
tables. The original manuscript already contained all of the S-phase and BIR mutagenesis

frequency data for the transcription experiments. For the revised manuscript, we performed
additional experiments where we allowed for extra 3 days for mutant formation because we



noticed that Ura* colonies in one of the strains appeared to be smaller size. The obtained
data confirmed all of our original conclusions. The data clearly demonstrate that the
frequency of mutagenesis is increased more than ~100x during BIR compared to S-phase
replication (no-DSB control), even when high transcription was not induced, which is
consistent with our previous publication describing BIR-associated mutagenesis. However,
when transcription in H-On-oriented Pgac1-ura3-29 was induced, the level of BIR-associated
mutagenesis increased by an additional 11-fold. The results of this comparison are
presented as graphs in Fig.4h. The frequencies of mutagenesis for each of these situations
and all statistical analyses are presented in Supplementary Table 2, as suggested by the
Reviewer.

ded in the
revised manuscript. In particular, the GCR frequencies eady present in the
original manuscript. In response to the Reviewer’'s comment, cted new strains to
d with S- phase
ntaining Pca 3 at the same
ut these diplaids ined mutations
ere grown in
YEPD to induce or
hromosome IlI
t&the frequencies of
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Further, in response to the Reviewer’'s comment GCR freq [ ual ei the
I i er
Ir

frequency of GCRs%e
phase replication, eve

significantly higher compared to S
IS3 construct. The frequency of BIR-
igh-transcription unit was present in the

d to Co-D-oriented transcription. The effect of
was lower when the PgaL1-HIS3 cassette was placed
wever, transcription unit in the H-On orientation still

ncy of aberrant BIR outcomes (consistent with our data
reported inthe original manuscript). Overall, our results suggest that the frequency of GCRs
and mutations resulting from collisions between BIR and highly transcribed units is
significantly higher compared to those resulting from collisions between S-phase replication
and the same transcription units.

These results have been added in the revised manuscript by including of the new
Supplementary Table 1 and by adding data to the Supplementary Table 2. In addition, the
following statements have been added to the text:

“Taken together, these results suggest that BIR synthesis can progress through transcribed
genes, but actively transcribed genes in the H-On orientation promote transient stalling of
the migrating bubble. In further support of this, Pca1-HIS3 placed 6 kb away from the strand



invasion site increased the level of abnormal DSB repair outcomes in the H-On orientation,
but not in the Co-D orientation (Extended Data Fig. 8c, Supplementary Table 1). Also,
analysis of the mutation rate using a ura3-29 reporter (Elango et al., 2018) under the control
of GALL1 at the same position demonstrated that the H-On orientation increased the rate of
Ura® revertants by 11-fold compared to Co-D orientation, and the rate of Ura* revertants in
the Co-D orientation was similar to that of ura3-29 under control of the native URA3
promoter in either orientation (Fig. 4a, h, Supplementary Table 2).

Responses to the Reviewer 2 comments.

great suggestions to improve the manuscript.
Reviewer 2’s comments.

pi if cells were

9. Reviewer 2 comment: To perfor
HO induction to limit the effect of
| could not find anywhere about G2 arre
Method section. Does it mean tha

ted at G2 prior to
easurement. However,
2.1} in the paper including the

Reviewer 2's concern further, we repeated our analysis of BIR kinetics in cells that were
arrested at G2/M by nocodazole prior to DSB induction and analyzed the progression of BIR
over time using AMBER. We found and report in the revised manuscript (Extended Data Fig.
2b) that the kinetics of BIR in nocodazole-arrested cells was similar to the kinetics we
observed in cells that were arrested by the checkpoint at G2/M after induction of the HO
break in asynchronous cells.

In addition, the following new sentences were included in the revised text: “The truncation
leaves homology only on the centromere-proximal side of the DSB, resulting in a very high
efficiency of BIR using the full-length Chromosome III (donor) as the template for repair
(Fig.1a). DSBs are induced by HO endonuclease in asynchronous cell populations, which
leads to G2/M cell cycle arrest within 2-3 hours. BIR then proceeds in a synchronized culture
of G2/M-arrested cells.” (Malkova et al, 2005). Also: “The BIR rate was similar in cells that



were pre-arrested at G2/M by nocodazole prior to DSB induction (Extended Data Fig. 2a,
b).”. Also, we included more information on the HO induction and cell asynchrony or
synchronization into the “Methods” section of the revised manuscript.

10. Reviewer 2 comment: Monitoring the integrity of Ya fragment to analyze the strand
invasion event sounds logical. However, it was shown that strand invasion is not immediately
followed by 3’ flap removal. Therefore, the authors’ assertion that BIR synthesis initiates
immediately after strand invasion might be inaccurate and should be further confirmed by the
timing of Rad51 ChlIP, a more accurate indicator of strand invasion at th
DNA sequence. One can possibly insert a unique sequence next to the
generate donor-specific DNA. &

Answer: We thank the reviewer for this important suggestionyand agree that monitoring

strand invasion, even

ately 1 hour earlier

indicative of an

?nthesis, which is similar to

za et al., 2019). This finding is

r the initiation of DNA repair

ough, e did not observe a long (3-4 hour)

@ hat was previously reported (Jain et al.,
ed on our findings, we hypothesize that the
required to initiate leading strand BIR

also in line with the 40-minute \de
synthesis during M i
delay between strand iy
2009; Jain et al., 2016;

sed manuscript, we have tried to clarify that the
g the timing of initiation of BIR synthesis is between our

al., 2016; Malkova et al., 2005).

Our response to this comment includes addition of data describing strand invasion kinetics
analyzed by Rad51-CHIP and the DLC assay in Extended Data Fig. 1a,b, 3e, and 7c. In
addition, we made the following change to the abstract, which now states:

“Here, we developed an assay to monitor repair-specific DNA synthesis and demonstrate
that BIR synthesis initiates ~1 hour following strand invasion.”. In addition, the following
sentences have been included in the Results section: “BIR synthesis of the first 500 bp was
detected by ddPCR as early as 2.5 hours post-DSB induction (Fig. 1b), about 1 hour after
ChIP detection of Rad51 loading onto the donor Chromosome Ill, which was used as a
readout of strand invasion (Extended Data Fig. 1a), or by D-loop capture (DLC)



assay(Piazza et al., 2019) (Extended Data Fig. 1b). The longer delay between strand
invasion and BIR synthesis previously reported(Donnianni and Symington, 2013; Jain et al.,
2009; Lydeard et al., 2007; Malkova et al., 2005) are likely due to different method of DNA
preparation that does not preserve early DNA synthesis intermediates (Piazza et al., 2018;
Piazza et al., 2019) (Extended Data Fig. 1c).

11. Reviewer 2 comment: The effect of highly transcribed regions on BIR are interesting and
worth analyzing further. Given the super-high expression the galactose promoter induces,
one wonders what is the level of transcription that is sufficient to alter the.BIR event. It can
be determined by altering the level of galactose in the media and moni e level of
HIS3 mRNA steady-state level and BIR. It could be that the tran@zript nl BIR are
inversely correlated with each other or alternatively, a certajq thr ist that is co-
incident with the level of R-loops.

. Because’both the transcription
actose, we e eered a strain in
ith PreT(on), tains the TET

of doxycycline. We
n ddition of different
lowe \}

ntation. Using this
% by measuring mRNA
BER. Similar to our results
This represents an }

BIR is not specific to
allowed us to demg

ested that, not only did transcription interfere with BIR,
s well. We observed a similar phenomenon with Pgai1-

orientation 8 hours after DSB induction, even though ChIP of Rpbl indicated that RNPII
binding was similar between the two orientations. We interpret these interesting findings to
suggest that BIR may induce a RNPII backtracking-like mechanism to inactivate
transcription. Data from our Prer-HIS3 construct are presented in the revised manuscript in
Fig. 4e, f, and the detailed protocol for these experiments is included in the Methods section.
Also, we added the following statements into the text:

“The apparent collision between the migrating D-loop and transcription bubble is supported
by much lower accumulation of HIS3 mRNA in strains with H-On- versus Co-D-oriented
HIS3 8 h after DSB induction (Fig. 4 d), while ChIP of the Rpb1 subunit of the rPolll complex
confirmed similar rPolll binding in both orientations (see Extended Data Fig. 6a, b for primer



positions). Based on these results, we propose that immobilized rPolll on DNA, blocks the
progression of both BIR and further transcription. To uncouple the timing of DSB induction
and transcription, we inserted Per (on)-HIS3 in H-On orientation (Fig. 4a), which also enabled
us to regulate the level of transcription with doxycycline.

We observed a robust induction of Preron)-HIS3 transcription 1hour after addition of
doxycycline (right before galactose addition), and the level of HIS3 mRNA positively
correlated with the amount of doxycycline added (Fig 4e). As anticipated, the level of BIR
synthesis in these experiments analyzed at the 10-hour time after DSB induction, was
inversely correlated with the amount of doxycycline (Fig. 4e). Notably, the level of HIS3
MRNA induced by high doses of doxycycline (5ug/ml) decreased following BIR induction and
was 25-fold lower in strains with a DSB compared to no-DSB controls dt th -hour time
point (Fig. 4f). Taken together, we propose that initiation of BIR a ssription
reciprocally block one another.”

12. Reviewer 2 comment: “I am concerned that the ~20 kb of leading-only DNA synthesis in
the pri2-1 mutant could be due to the hypomorpkie natase of the mutatign, instead of the
intrinsic ability of cells to tolerate such a lopg a unique replicationork lacking

lagging-strand synthesis up to 20 kb. One 1 e this iss erate a pri2
I ilar'to p@ e’ non-permissive

degron and determine if the AMBER
Qs
S
Answer: In response to this cQ rom thie R ~we tried to construct PRI2-degron,

condition”.
but IAA-induced degr ’ as not %P t in our system. Therefore, we

rimase complex, POL1. Western blot
iated degradation of Poll. Therefore, we
SS OL1-degron strains, which uncovered
pared to our experiments with a pri2-1 mutant at
both POLa-primase mutants, our data convincingly
e up to about ~20-30 kb of uncoupled leading strand
ating bubble (Please see response #27 to Reviewer 3 for
nuscript, our new analysis of BIR progression following
inactivatio Poll is presented in Extended Data Fig. 4b. In addition, the following
sentences have been added to the text: “Similar results were obtained when another subunit
of alpha-primase complex, Poll, was inactivated using an AlD-degron (Extended Data Fig.
4b).”

13. Reviewer 2 comment: “Given that the telomere repeat sequence can form G4 DNA, is
the effect of ITS on BIR and BIR synthesis specific to the telomere sequence or can it occur
with other G4 DNA as well.

Answer: To address this suggestion from the Reviewer, we inserted a G4-forming
sequence, which was previously demonstrated to promote genetic instabilities due to



formation of G4-structures (Kim et al., 2011; Kim and Jinks-Robertson, 2011; Lippert et al.,
2011), 6 kb centromere distal to MATa-inc in the donor chromosome in both orientations.
Our data demonstrated that BIR synthesis (assessed by AMBER) was not affected by this
G4 sequence. Moreover, the G4 sequence did not block BIR progression even in the
presence of Phen-DC3, a chemical known to stabilize G4 structures (Ribeyre et al., 2009).
These results make it unlikely that interruption of BIR by ITS is caused by formation of G4
structures, even though we cannot exclude mild effects that were not detected by AMBER. It
is more likely that interruption of BIR by ITSs results from the binding of a protein to ITSs
(likely by yeast Tbfl, which is known to bind human telomere repeats), which leads to
formation of DNA-protein complexes that interrupt BIR progression. Thénew experimental
data on BIR progression through G4-forming sequences are included in ded Data Fig.5
b-e of the revised manuscript, and the following sentences were@dd eNext: “The
potency with which ITS hinder BIR progression is unlikely due to f ture
because BIR easily progressed through another, non-ITS -f K ce(Kim and
tionpeven in the
0)Extended Data Fig. 5b-

Geronimo and Zakian,
either (ITS)s00r (ITS)2s (see

14. Reviewer 2 comment: “Is there @e thr of ITS to BIR synthesis?”
<
S

1

e
presence of the G4-stabilizing agent, Phen-DC3(Piazza et al\20

2016), did not exacerbate the difficulty for BIR t
below) (Extended Data Fig. 5h- j).”

Answer: To answer this questj of strains containing ITS repeats
of varying lengths. i ol targeting the position located 6 kb
centromere distal to i gsome lll and a repair template

and none of them blocked BIR synthesis, suggesting
S was required to block BIR. We propose that this difference
between the effect of 40 and < 28 repeats is due to a size threshold for the repeat that is
likely explained by stable binding of protein(s) to human telomere sequence in yeast that
interrupts BIR progression. In fact, the experiments performed by David Shore’s lab
demonstrated that binding of the essential for cell viability Tbfl protein to the sequence
containing 40-45 human telomere repeats in yeast leads to the formation of “capped”
structures that were not formed when the number of repeats was significantly lower (Ribaud
et al., 2012).

Even though AMBER did not detect BIR interruption by 28 telomere repeats, we decided to
further analyze BIR repair outcomes in strains that traversed 28 telomere repeats by CHEF
gel electrophoresis and Sanger sequencing. We observed that BIR was able to traverse
these repeats and proceed to the end of the chromosome in the majority (29/30) of cases,



but ~15% (11/71) of the BIR outcomes were associated with instabilities (changes of ITS
size) indicative of transient stalling of BIR at the short ITS2g locus, followed by re-invasion or
template switching. When the same experiment was performed without DSB induction, no
alterations in ITS copy number were observed (0/42 outcomes), thus suggesting that the
frequency of ITS changes occur much more often in association with BIR compared to S-
phase replication. Based on these results, we propose that shorter telomere repeats also
interfere with BIR, but less strongly than longer repeats. These differential effects of (ITS)2s
versus (ITS)s could be explained by either milder effects resulting from the same
mechanism (e.g., less stable binding of the protein), or they may result from distinct
mechanisms, when BIR encounters these different structures, for exa from template

included in the revised manuscript in Extended Data Fig.5f-g. In@ddit'
statement has been added to the text:

15. Reviewer 2 comment: any eff 3 deletion in BIR across ITS?”

@"@

C ntalnlng ITS, and this did not change the BIR
ER analyses. However, because we have

amount of BIR can traverse ITS, it is possible that it would
efect. Importantly though, when we repeated the same
experim e strain containing only 28 telomeric repeats instead of 40, which does not
cause such a strong interruption of BIR (see the answer to question #14), we did not
observe any effect of rrm34 on BIR progression through (ITS)2s. Thus, Rrm3 plays no
apparent role in BIR progression through ITSs. Data describing the effect of rrm34 on BIR
progression through ITSs were added to Extended data Fig 5h-j in the revised manuscript,
and the following sentences were added to the text: “In addition, deletion of RRM3, which
can unwind G4 structures(Geronimo and Zakian, 2016), did not exacerbate the difficulty for
BIR to traverse either (ITS)4o or (ITS)2s (see below) (Extended Data Fig. 5h- j)".

16. Reviewer 2 comment: | am puzzled why the AMBER could not detect the apparent
difference in BIR frequency at ITS in TLC1 and a tlcl mutant. Should we interpret that BIR
beyond ITS takes place in ticl after 10 h post-HO expression? If so, can the authors
examine BIR synthesis by AMBER at later time points to match them with BIR frequency?




Answer: Yes, we do believe that (ITS)4 interrupts BIR progression and does not allow BIR
to pass through for at least several hours. In the original experiments, we only took time
points up to 10 hours post-DSB induction, because cells that have finished BIR start dividing
and can “overtake” the culture after that time point. To assess whether BIR might progress
through ITSs after this time, we added nocodazole to the culture 6 hours post-DSB induction
to prolong the G2/M cell cycle arrest beyond the endogenous DNA damage checkpoint
arrest, and this enabled us to take additional time points through 16 hours. AMBER analysis
of these experiments detected a small, but significant elevation of BIR product past ITS at 16
hours post DSB in tic1A mutant compared to TLC1 strains, which sugg d that the
blockage of BIR at ITS persisted for a long time in both strains, but eventu BIR gets
through in tic1A. If one combines the results that we obtained by(gnalyzing
through G4-forming sequences and through shorter ITSs (see ou onses #
we propose that the observed blockage is not caused by % tures. Instead,
1) tothe long telomere
length that
QN or to prevent the newly
d by David
cakproperties due to
- sequence of
equences that were
eshold nu Dof repeats required for
3 chara'ng BIR progression at later
\»ig)t manuscript, and the
igher copy number increase
strains 16 hours after DSB

repeat sequence. It is possible that there is a mini
determines whether a stable complex forms to blo

rting stalled or collapsed forks at highly

Answer: ank the reviewer for this comment. In fact, we believe that this point
constitutes one of the most important messages of our paper that we would like to convey to
the community. Indeed, BIR has been implicated by multiple studies as the mechanism that
recovers replication forks collapsed at highly transcribed regions (Beck et al., 2019;
Costantino and Koshland, 2018; Hu et al., 2019; Li and Wu, 2020; Macheret et al., 2020;
Macheret and Halazonetis, 2015; Minocherhomiji et al., 2015; Sakofsky and Malkova, 2017,
Wu, 2019). Yet, our data demonstrates that the outcome of such recovery by BIR totally
depends on its structural characteristics. Among these, the most important characteristic is
the distance between the respective locations of the transcription block and of the position of
BIR initiation. Here, we demonstrate that, when BIR is initiated too close to a transcription
block, it can lead to a “stuck” phenotype. On the other hand, when BIR is initiated at a
distance from the high-transcription site, then our results suggest that it can pass through far
more efficiently, even though this event still promotes a high frequency of genetic



rearrangements and mutations. Based on these observations we believe it is possible that
resection of the nascent DNA following collision of an S phase replication fork with
transcription machinery (and possibly fork reversal followed by DNA cleavage) may play an
important role in allowing BIR to recover replication forks collapsed at common fragile sites.
In addition, our observation that ongoing BIR synthesis across highly transcribed regions in
the H-On orientation promotes GCRs and mutations at levels that are orders of magnitude
higher than those observed for S-phase replication, suggests that many of the genetic
instabilities associated with replication traversing highly transcribed areas may in fact result
from BIR-mediated fork recovery.

text: “In summary BIR is slower and more susceptible to mytatio i @v ity at

Rin'the recovery of
collapsed replication forks at fragile sites (Costantino and
and Wu, 2020; Sakofsky and Malkova, 2017) woul

On orientation promotes mutations and cR
order of magnitude greater than th
through the same regions. Instabi @

barriers may also stimulate common B

of S-phase replication forks tha ollapswm >

could contribute substantially netic nsta
[Unpublished Dat%
19. Reviewer 2tQ n ig.

f\é e'there two peaks at telomeric regions showing

resence of two copies of DNA (two peaks) at pre-telomeric regions results
from a mapping problem. Both of these peaks correspond to regions that are present in
multiple copies throughout the genome. The first one (~300 kb position on Chromosome ll1)
represents TEF1 promoter and TEF1 terminator sequences that are flanking HPHMX
cassette inserted at this position as well as at two other positions in the genome (flanking
KANMX located 6 kb position centromere distal to MATa-inc and at NATMX present ~30 kb
centromere proximal to MATa in the recipient chromosome). Another pre-telomeric peak
corresponds to the region between YCR102C and PAU3 (YCR104W). This sequence is
present in multiple copies in the yeast genome, and, therefore, we believe that this peak
results from a mapping error. To address this comment, the following sentence has been
included in the legend to Fig 3f: “2x-coverage peaks near 300kb position result from the
presence of additional copies of the corresponding sequences in the genome.”

ion synthesizing
iption units and other
Phus BIR-mediated recovery
ns with transcription units
Ociated with fragile sites. “

two




Responses to the Reviewer 3 comments.

We are grateful to Reviewer 3 for noting that our method is “novel”, and that “this work
provides important new insights into the mechanisms of BIR and how BIR may contribute to
genome instability”. We also thank Reviewer 3 for great suggestions to improve the
manuscript, which we address below.

20. Reviewer 3 comment: “The title should be reworded, by using ‘details’ authors
undersell their work:. &S

Answer: We thank the Reviewer for this suggestion. Inthe xew titxm “details” is

replaced with “insights”.

section”.

Answer: We believethe differenceshe AQ‘}
difference in DNA pre mathods. -Qn ess this comment from the Reviewer, we re-
< IIected from the BIR kinetics time course

analyzed the sam sayples that w o)
presented in the Oxhyj Sig o‘t‘\‘ action methods that were previously used by
the H

Y
. |n et al., 2016; Malkova et al., 2005). These DNA
R @‘n g the same primer sets that were employed for the

sa ed by d
AMBER a Te ent hb. We observed that, when the original DNA purification
meth ed, the beginting of DNA synthesis was significantly delayed by

approxi to 4 hours compared to the time of strand invasion, which was similar to the
time reported by Haber’s lab. Of note, with this original DNA preparation method, the copy
number increase indicative of BIR was observed at the same time for all primer positions
along the donor chromosome which is similar to previously reported findings (Donnianni and
Symington, 2013; Jain et al., 2009; Jain et al., 2016; Malkova et al., 2005). This result is
consistent with the idea that ssDNA synthesized by leading strand DNA synthesis cannot be
detected by the original DNA preparation method until it becomes double stranded. Based
on these results, we propose that the 3- to 4-hour delay between strand invasion and the
beginning of BIR synthesis likely includes not only the time required to initiate leading strand
BIR synthesis, but also the time needed to make the newly synthesized DNA double
stranded. We addressed this point in the revised manuscript by including new data in
Extended Data Fig.1c (see also Fig.2 in this response for the results of additional
independent experiments), and by including the following statements in the text: “The longer



delay between strand invasion and BIR synthesis previously reported (Donnianni and
Symington, 2013; Jain et al., 2009; Lydeard et al., 2007; Malkova et al., 2005) are likely due
to different method of DNA preparation that does not preserve early DNA synthesis
intermediates (Piazza et al., 2018; Piazza et al., 2019) (Extended Data Fig. 1c). “

2.4 2.4+
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Figure 2. DNA synthesis detected by ddPCR in DNA sapiples purified by itional (old) DNA
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experiment similar to presented in Extended Da @

22. Reviewer 3 comment: “In Figs 1, 3'ard 4, the %%‘ r% conducted in cycling cells,
so that HO cleavage can occupim&l and post-S cetftsywitilikely both sister chromatids

being cleaved. This aspect sh@ e discussed. happen in G17? Is it different from
post-S BIR? S

Answer: As we.di

presence of the kinase inhibitor NMPP1 (Ira et al., 2004), which arrested
cells at G1, followed by induction of the HO break by addition of galactose to the medium.
FACS analysis confirmed a uniform G1 arrest before galactose addition, but cells were
unable to remain arrested for more than 3 hours after the break, and the majority of cells
completed BIR in G2. Interestingly, a similar experiment performed in Gregory Ira’s lab using
cdc28-as ku70A in the presence of kinase inhibitor showed no BIR product accumulated in
G1 arrested cells. In sum, based on the information accumulated to date, BIR appears to be
an event that occurs primarily after S phase, during G2 or even M stage of the cell cycle.
Thus, there is currently no evidence that BIR occurs during G1, and similarly, there is no
documented case of BIR completing within S-phase. Therefore, our paper is focused on BIR
that occurs during G2.



23. Reviewer 3 comment: “Fig. 1: In a, the black triangle needs to be defined”.

Answer: The black triangle in Figure 1a indicated the location of primers used for ddPCR to
detect the time of Ya removal. In the revised manuscript, we have removed this from the
main figures because we instead present Rad51 ChIP and DLC assays as more direct
measurements of Ya cleavage to follow the kinetics of strand invasion (as suggested by all
three reviewers). Kinetics of Ya removal are still shown in Extended Data Fig. 1d, but only
for comparison of DNA strand degradation in rad524 versus RAD52 stra

<
24. Reviewer 3 comment: “In Fig. 1c, why is there a copy b% Y150 kb in the

rad52 strain?”

Answer: We are glad the Reviewer mentioned ed, we observ significant copy

number decrease at the -150-kb position Is at the 8-howr(i int. We
S i w@ ntly reported in
%} number at -50 kb and
kb, and this is

ingful, and we believe this
, AMBER can be used to

25. Rev comment: “In Fig. 1e, the authors show a difference between the phenotype
of pol32 and pifl, which begs the analysis of the double mutant”.

Answer: We thank the reviewer for this good suggestion. To address this question, we
constructed a pol324 piflA double mutant. Analysis of BIR in this strain by AMBER
demonstrated no BIR synthesis even at the position located 0.2kb centromere distal to the
HO break site. This result suggests that Pifl can promote at least some bubble migration in
the absence of Pol32 and vice versa, which is an exciting and new result that could not be
obtained before without our AMBER method.



In response to the reviewer's comment, we added the new data into Fig. 1le. Also, we added
the following sentence into the text: “Interestingly, in pol324 piflA double mutants, no
synthesis occurred, even at the 200bp position (Fig. 1e), suggesting that Pol32 can promote
at least some bubble migration in the absence of Pifl and vice versa.”.

26. Reviewer 3 comment: Is the removal of the Ya sequence affected in pol32 and pif1? This
is another landmark that can be established.

Answer: In response to this comment from the Reviewer, we in@stig moval
kinetics in piflA, pol324, and pif1A pol324 mutants, and we comp r results in
wild type cells (see Figure 3 in this response document). inetics of Ya
removal in all three mutant backgrounds and in wild ty on the

in pol32A4 and pifl14

igvasion in wt, pol324, and

at DLC is a better

ata.on Ya removal
e reviewers.

Qpof324 pol324 wt
—.— A —v—

0 2 4 6 8 10
Time after DSB (hr)

Figure 3. Kinetics of Ya clipping off in wt, pif1A, pol32A and pif1Apol32A strains measured by
AMBER.



27. Reviewer 3 comment: “Fig. 2: The authors deduce a distance of ~20 kb between the
leading and lagging strand but the error in this number appears to be very large (in my
estimate + 10 kb). Please calculate and error for the value and provide it in the text.

Answer: We thank the Reviewer for this suggestion. In response, we designed two
additional primer sets to evaluate BIR kinetics in the pri2-1 mutant at 15- and 25-kb positions
using AMBER analysis. We observed BIR synthesis at 15 kb, and a very small amount of
synthesis at 20 kb and at 25 kb. Because we observed no synthesis at or beyond 30 kb in
this genetic background, we believe that our estimation of maximum distance between
leading and lagging strands falls between 25 and 30 kb, and our new dats

28. Reviewer 3 comment: “Fig.2 In b i the @%@ for both graphs”.

29. R&@emm

pri2r1 mutantnl MI

Answer: No, the difference in copy number between wild type and pri2-1 at the beginning of
synthesis is not significant. This was consistent in two additional biological repeats of this
experiment. To avoid confusion, Fig. 2d in the revised manuscript presents one of these
experiments.

30. Reviewer 3 comment: “Figs 3 and 4: The stalling of the BIR DNA synthesis is inferred
and should be directly demonstrated by 2D gel analysis”.

Answer: We would like to clarify that we use the word “stalling” to describe interruption of
BIR at ITSs or at high-transcription units only in a very general sense, and we understand



that it could be misleading. What we observe by AMBER is that practically no BIR synthesis
continues beyond ITS or the high-transcription unit when it is inserted near the site of strand
invasion. In fact, we believe that the actual mechanisms and structures that emerge at these
two replication obstacles differ from each other. It is likely that ITSs lead to interruption of
BIR followed by immediate dissociation of the newly synthesized strand (and therefore no
structure would be detected by 2D). In the case of a high-transcription unit, we indeed
believe that a “stuck” structure is formed. However, this stuck structure is likely formed
before BIR synthesis is even initiated, based on our data demonstrating that ongoing BIR
synthesis is only minimally impacted by transcription. Our new data suggest the “stuck”
phenotype may result from immobilization of rPolll, which blocks both initiation and later
transcription. Therefore, it is very likely no structures representing “stalled synthesis”
would be expected by 2D gel analysis. Also, the structures of st@ed sis have
never been characterized by 2D; thus, it is hard to imagine what kixds\of
expected, even if they were formed. With regard to inter t asion formed
before initiation of BIR synthesis, these structures hav aracterized by 2D gel
coul differentiated by 2D
iction for the structure(s)

rq\;o investigate BIR stalling at
of this manuscript.

out HO is a confusing abbreviation
ors use the HO endonuclease to induce

suggestion, we changed abbreviations for head-on
ctional (now called Co-D).

genotypes”.

Answer: We agree. In response to this suggestion, we changed abbreviations for
phenotypes.

Now it reads as: Ade and Leu.

33. Reviewer 3 comment: “In Fig. 4 b, c, e and f, please provide in the figure the information,
which pGAL construct and orientation is shown that the reader does not need to refer to the
legend”.




Answer: We thank for this suggestion. We added the information to this figure, and also
included similar information into all similar figures.

34. Reviewer 3 comment: Line 206: Fig. 4a only shows ura3-29 under control of the GAL1
promoter, not the native URA3 promoter.

Answer: We thank for this suggestion. We added URA3 under its native promoter in the
schematics in the Fig. 4a.

35. Reviewer 3 comment:” In Fig. 4h, the no-break control with tQ(; heége
elevated mutagenesis. Is this consistent with the known replication<d

L S phase replication and

tation from BIR. This might

olsys higher for the Co-D-oriented
ase replication. However,

always proceed through Pgac1::ura3-

transcription of Pgai1::ura3-29 would oc

explain why the level of mutagenesis for tt
reporter for BIR: because itw i
because we canno@ S =~.

2 9 in the same directi

Answer. We agree with the reviewer that some decrease in Ya copy number is observed in
rad51A. Importantly, though, the kinetics of this decrease is very different from what we
observed in the presence of Rad51. In wild type, Ya decreases due to strand invasion, and
the change is much faster and more robust. Similar decreases in Ya copy number in rad51A4
with similar kinetics have been observed in previous studies (Wilson et al., 2013) and this is
likely due to slow degradation of some Ya sequence in the absence of Rad51. In the revised
manuscript, the details of our assay are provided in the Methods section, and primer
sequences and placement are provided in Supplementary Table 4. Also, based on
suggestions from all Reviewers, we have now used two additional, more precise methods to
estimate the time of strand invasion: Rad51 ChIP and the DLC assay. Results of these new
analyses are included in the revised manuscript in Extended Data Fig. 1a,b, 3e, and 7c.



Please also see also our responses #3, #21 and #38 to Reviewers 1, 2 and 3 for additional
details.

[Unpublished Data Redacted]

38. Reviewer 3 comment: “Line 175: Relative to the data in Extended Data Fig. 1b, it
appears that Ya disappearance (i.e. cleavage) in Extended Data Fig. 5b is affected by
ongoing transcription. Authors claim that ongoing transcription only affects the synthesis step
of BIR, but it appears to also interfere with stable D-loop formation and flap cleavage.”

Answer: We thank the Reviewer for this insightful comment. As we h ioned, we
agree with all three Reviewers that the removal of Ya might not r&flec nelinvasion

step per se; rather, it may represent the next step in BIR thé&boc f Initiation of
synthesis. The revised manuscript now presents Rad5 an is ess strand
invasion in the presence of high-level transcription, which derqnstr no difference in

uction high-level

DNA synthesis detected no increase in
PcaL1-HIS3 sequence through the entj

anscription unit. This makes it likely
strand invasion, but before the

t least partially coincides with the step of
whether persistence of Ya could serve as

omment: “ d Data Fig. 5d,e: It would be helpful if the authors can

label these-pidts”

Answer: We thank for this good suggestion. We labeled most of the plots in our new
manuscript.

40. Reviewer 3 comment: “Lines 72-74: Flap cleavage is presented here and throughout as
the time of the invasion/D-loop formation, but the flap likely triggers multiple rounds of
invasion/D-loop formation followed by disruption. Moreover, | am not sure that we know that
flap cleavage itself does not trigger D-loop disruption.




Answer: We thank the Reviewer for this suggestion, and we agree that flap removal alone
cannot be used as a direct measure of strand invasion. In the revised manuscript, we now
use two direct methods: Rad51 ChIP and the DLC assay. Please see answers #3, #21, and
#38 for further details.

41. Reviewer 3 comment: “Lines 219-221: The sentence “it is possible that BIR contributes
to the genetic instabilities reported in relation to fragile sites.” may have to be qualified as not
fragile sites derive from DNA synthesis/transcription conflicts”.

~

Answer: If we understand the question correctly, the Reviewer is e her our
data suggest that the problems at fragile sites may result i ween S phase
replication and transcription, but from problems betwe tion. We believe

Answer: In respo

throughout t
43. (éeviewe/&B m
%

Answex; corrected as sugge

nger-range”; “long-range” instead?

y the reviewer.

44. Reviewer 3 comment: “Line 104: “almost no increase of synthesis” -- “almost no increase
in synthesis” instead?”

Answer: corrected as suggested by the reviewer.

45. Reviewer 3 comment: "Line 116: “products by CHEF measuring the” -- “products by
CHEF gel electrophoresis measuring the” instead?

Answer: corrected as suggested by the reviewer.



46. Reviewer 3 comment: “Lines 122, 123: May need to insert a sentence in between these
lines to explain the experimental rationale”.

Answer: In response to this comment the following sentence has been inserted:
“We hypothesized that new DNA detected in pri2-1 mutant was single-stranded DNA
accumulated during leading strand DNA synthesis.”

47. Reviewer 3 comment:“Line 147, 154: “CHEF analysis” -- “CHEF elestxophoresis
analysis” instead?”

Answer: corrected as suggested by the reviewer.

48. Reviewer 3 comment: “Line 228: References
claim that BIR is involved in recovery of collaps

Answer: In response to this comme
BIR is involved in recovery of collag
leave the references that were used\{

49. Reviewer 3 comment: "Lin

Answer: corrected.

50. Reviewer 3 co
(i.e. W303, CEN-PK,

of the JKM background that is used in the laboratory of
ersity). However, JKM does not represent any classic

references to the papers where the precursors of our strains are characterized.

51. Reviewer 3 comment: “Lines 527 and 528: Typo “zymolase” should be “zymolyase”.

Answer: corrected as suggested by the reviewer.
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Reviewer Reports on the First Revision:

Referee #1:

The authors have performed new experiments and adéguately addressed the reviewers’ questions.

Referee #2: %
Overall, the paper wéér rs’ comments, and the authors added
lots of new data to ma ihg. I still have a couple of

questions/suggesti
field of genome inte

eat paper and will be impactful to the broad

I =150 kb DNA is degraded but not 0.5 kb in the rad52

ut experimental results that the ITS effect is likely due to bound

3. Does BIR termination in pri-1 or other mutants coincide more frequently with any particular
genes or DNA sequences within BIR tracks that could be explained by the level and/or direction of
transcription or of protein binding tightly?

4. T am curious about the effects of checkpoints on some of the readouts. Will inactivate Mecl yet
arresting cells at G2 lead to more extensive uncoupling of leading and lagging?

Referee #3:

The revised manuscript contains many new data and significant clarifications that go a long way to
address the comments by this and the other reviewers. My remaining issues are:

1) Abstract and text: The phenotype of pri2-1 is interpreted that at around 30 kb, lagging-strand



synthesis is needed to stabilize the leading strand. There could also be a requirement for re-
initiation of the leading strand, as shown during DNA replication in E. coli by Marians.

2) Abstract line 42: Shouldn't it be *Pifl or Pol32’ instead of ‘and’, as the single mutant shows
some extensions, whereas the double mutant does not at all?

3) Abstract line 47: I do not understand *first few kb of the strand invasion’. Do the authors mean
first few kb of DNA synthesis?

Line 80: The addition of the Rad51 ChIP data is great, but the authors do not report on DNA
strand invasion, they only report on proximity of Rad51 to the donor, whichsould also be an
intermediate before DNA strand invasion. I suggest rephrasing this sentence.

Line 80 and Fig. S1b: The DLC data are poor and not helpful. The sighal of
so low that it questions the validity. At 4 hr the difference is 2-2.5x; in
the difference is about 100x. The data in Fig. S3e are a little r,
wild type and rad51 is still under 5x. I think the ChIP data , bu
rephrased as discussed above.

Previous comments
ors undersell .
$trand invasion directly
, 22). The authors should

contradicts earlier work published by the Haber laborét ;
discuss this discrepancy, probab y@ X : section.
Revision: @%

- e e

1) The title should be reworded, by using ‘de

Revision:
The new title is much improved.

2) The conclusion that DNA synthesis sta

The explanation in the heclarif ‘ he manuscript address this point well.

| a
3) In Figures 1, 3 gnd 4, petime e conducted in cycling cells, so that HO cleavage can
occur in G1 andpQst-3 @ h lik i%er chromatids being cleaved. This aspect should

ifferent from post-S BIR?

Revision
The e he clarification in the manuscript address this point well. The
nocodazqQte e viment is a valuable addition.

4) Figure 1: In a, the black triangle needs to be defined.

Revision:
OK

In ¢, why is there a copy humber decrease at -150 kb in the rad52 strain?

Revision:
The explanation in the rebuttal and the clarification in the manuscript address this point well.

In e, the authors show a difference between the phenotype of pol32 and pifl, which begs the
analysis of the double mutant.

Revision:



The double mutant data are a valuable addition to the manuscript.

Is the removal of the Ya sequence affected in pol32 and pifl? This is another landmark that can be
established.

Revision:
I suggest retaining the Ya flap removal data in the manuscript, as the DLC data, in particular in
Figure S1b, are weak with very low signal in wt compared to the rad52 control (see below).

5) Figure 2: The authors deduce a distance of ~20 kb between the leading and lagging strand but
the error in this number appears to be very large (in my estimate = 10 kb)./Rlease calculate and
error for the value and provide it in the text.

Revision: S
I accept the explanation in the rebuttal and the added data provide m
interpretation of the pri2-1 data has a potential problem as di s

In b, consider using the same scale for both graphs.

Revision:

OK

In d, the copy number in wild type starts higk IR ri2-1 m difference
significance and what is the explanatio @@

Revision:
. )
S

6) Figures 3 and 4: The stalling 6 BIR DNA/synt N ferred and should be directly
demonstrated by 2d gekanalysis

~ & %
Revision:
I accept the explanati buttal.

a%on using abbreviation for the head-on collision in
donuclease to induce DSBs.

Ina, why i s for leu- and ade-? They are phenotypes not genotypes.

Revision:
OK

In b, ¢, e and f, please provide in the figure the information, which pGAL construct and orientation
is shown that the reader does not need to refer to the legend.

Revision:
OK

Line 206: Figure 4a only shows ura3-29 under control of the GAL1 promoter, not the native URA3
promoter.

Revision:



OK

In Figure 4h, the no-break control with the head-on construct shows elevated mutagenesis. Is this
consistent with the known replication direction in this region? In lines 209-211, it is unclear, how
the no-break control can relate to BIR.

Revision:
I accept the clarification in the rebuttal.

8) Extended Data Figure 1: Why is there a decrease in the Ya copy number in rad51? More detail
on the assay for Ya cleavage could be provided. What is the placement of t

Revision:
I accept the clarification in the rebuttal, and the changes in the manQscript @re) hel

9) Extended Data Figure 5: To strengthen the conclusion abo R-loops, the
authors should measure R-loop levels directly under these

Revision:

Does sin3 affect BIR stalling after the BIR-associat N nthesis is esta ed?

Revision:

Omission of this part is fine.

Line 175: Relative to the data in Exte @ gﬁjisappearance (i.e.
cleavage) in Extended Figure 5b is affect % QAuthors claim that ongoing

transcription only affects the synthesis step0fBIR, b ' to also interfere with stable D-
loop formation and flap cleavage

Revision: @ %

The additional data wit 1 ChlRareag cr' .

Extended Figure 5d, (e: ] @h& thiors can label these plots.
g %

Mtofeover, I am not sure that we know that flap cleavage itself does not trigger D-loop

Revision:

disruption.
disruption.

Revision:
OK

11) Lines 219-221: The sentence "it is possible that BIR contributes to the genetic instabilities
reported in relation to fragile sites.” may have to be qualified as not fragile sites derive from DNA

synthesis/transcription conflicts.

Revision:
OK

Minor issues:



12) Lines 93, 195: “wt” or “wt” is used as an abbreviation for wild type without previously
defining. Italics/non-italics should be applied consistently to this term.

13) Line 103: “longer-range”; “long-range” instead?
14) Line 104: “almost no increase of synthesis”; “almost no increase in synthesis” instead?

15) Line 116: “products by CHEF measuring the”; “products by CHEF gel electrophoresis
measuring the” instead?

16) Lines 122, 123: May need to insert a sentence in between these lines tarexplain the
experimental rationale.

17) Line 147, 154: “CHEF analysis”; “CHEF electrophoresis analysis'<igstead~

18) Line 228: References 15 and 34 may not strongly suppo C involved in

recovery of collapsed replication forks at fragile sites.

19) Line 311, the title of reference 30 is missing.

etc.).
21) Line527 and 528, type error “zymolase

Revision:
All minor points were addressed.

Author Rebuttals to First Revisia
Reviewer 1 S

We thank Reviewer. #
We are glad that $/he

s@; impr

paper and will be impactful to the broad field of genome integrity research”.

1. Reviewer 2 comments: “In Fig. 1c, | still could not explain why -150 kb DNA is degraded
but not 0.5 kb in the rad52 mutant?”

Answer:

The yeast strain that we used has two copies of chromosome Il (see Fig.1la of the
manuscript). The truncated copy (recipient, top in Fig. 1a) contains the MATa allele that can
be cut by HO endonuclease. The second, full copy of chromosome Il (donor) contains

MAT a-inc, which cannot be cut by HO endonuclease due to mutation. Before DSB induction,



the copy number detected by primer sets binding at -150 kb, -65 kb, or -50 kb are 2x (after
normalization to the ACT1 locus) because the regions at all of these positions are present in
the original strain in two copies. Meanwhile, the Ya region is present in only one copy (1x),
because it is specific to MATa (Extended Data Fig. 1d). The area recognized by the 0.5-kb
primer is 1x as well, because it is present only in the donor (uncut) chromosome. Following
galactose addition, the recipient copy of chromosome lll is cleaved by HO endonuclease and
undergoes degradation in rad52A4, while the donor chromosome is not undergoing any
change. Therefore, the copy number of chromosome regions that existed on the recipient
chromosome before the cut will be decreased in rad52A4 due to degradation, while the copy
number detected by the 0.5-kb primer that is not present in the recipientbefore the cut (and
in the absence of BIR) will not change.

<
2. Reviewer 2 comments: | do not find it compelling without experirenta r@] atthe ITS
effect is likely due to bound proteins, especially Tbfl.

Answer:
) telaomexs
o
that inserting another sequence capakle of lex structures did not
more important that G4-

structure formation. However, f¢ 3 2 ing on BIR directly proved difficult.
In particular, TBF1 is e deleted. We attempted to replace
the native promote<of
TBF1. However, we c 3 ansformants, which we think could be
due to a toxic effe vel changed. We then started constructing
the TBF1-AID de ke a significant amount of time, and we are
not certain that thend e’in degrading protein that is already bound to ITSs

g ' | g of BIR). We are concerned that the pre-bound Tbhfl
i might still block BIR synthesis. All in all, we would like

ddition, we observed

disruptionaf BIR by ITSs in this manuscript, and that this should rather become a focus of
our future studies. Therefore, we replaced our original statement with the following one: “BIR
interruption at ITSs might be promoted by either a protein bound to ITS or by formation of
secondary DNA structures. The former is more likely because BIR easily progressed through
another, non-ITS, G4-forming sequence inserted in either orientation at the same location,
even in the presence of the G4-stabilizing agent, Phen-DC3 (Extended Data Fig. 6d-f). In
addition, deletion of RRM3, known to unwind G4 structures, did not exacerbate BIR
disruption upon encountering either (ITS)-40 or (ITS)2s (Extended Data Fig. 6g-i).”

3. Reviewer 2 comments: Does BIR termination in pri2-1 or other mutants coincide more
frequently with any particular genes or DNA sequences within BIR tracks that could be
explained by the level and/or direction of transcription or of protein binding tightly?




Answer:

This is a great question, but it is difficult to answer based on our current analysis. We
observed that, in the absence of primase, BIR synthesis cannot traverse beyond 25 to 30 kb.
In our current experimental system, this region contains 19 genes (10 in H-On and 9 in Co-D
orientation in respect to BIR). The expression levels of these genes at the time of BIR varies,
and none of these genes is highly expressed. Based on our current analysis, the amount of
synthesis observed in pri2-1 mutants is progressively decreased betwegn MAT and the 30-
kb position, and the pattern of this decrease appears even throughout thexegion. In other
words, there are no sharp drops or clear blocking positions that would she

to the one that we observed in our scenario of forcing BIR interr@tio

might have an increased impact on BIR for any of the
cannot be detected by our current study in which ously and only in one
chromosome. In the future, we believe this is a pursue, and it may
require investigation of multiple chromosome re possibly als forming single-
cell analysis.

, but these

4. Reviewer 2 comments: | am curipds on some of the
readouts. Will inactivate Mec1 yet & et (32 lead to extensive uncoupling of
leading and lagging?

Answer:

We thank the reviewsr iQn. ree that checkpoints may play a role
in some of the readou ivati 1 (or some other checkpoint genes)
might lead to changes [ d lagging strands. However, we feel that it
will be an inter g FOCu: BX [ tudy, as it will require construction of
several checkpo v o\harbor additional mutations (for example pri2-1).
Thig'igCertai Qficant interest for our future research.

Reviewer

We thank Reviewer 3 for his/her positive assessment of our revised manuscript. We are also
thankful for the suggestions that allowed us to clarify several points and to make several
grammatical and stylistic improvements.

5. Reviewer 3 comments: Abstract and text: The phenotype of pri2-1 is interpreted that at
around 30 kb, lagging-strand synthesis is needed to stabilize the leading strand. There could
also be a requirement for re-initiation of the leading strand, as shown during DNA replication
in E. coli by Marians.




Answer:

We agree with this reviewer that it is possible that the nascent leading strand may dissociate
from its template within the first 30 kb and re-invade (re-initiate). However, this reinvasion
would again create a 3'OH invading end that could serve as a primer, and, therefore, it
would not require primase, as we demonstrate here. Thus, we believe that our results
demonstrating primase-independent initiation of leading strand DNA synthesis also suggest
that formation of Okazaki fragments is needed to stabilize the growing lgading strand. We
feel that we can keep this idea as our proposed interpretation of the res but to address
the Reviewer’s point, our revised abstract now states: “Without primase; g strand
synthesis is initiated efficiently, but fails to proceed beyond 30 kby sudgesting primase is

needed for stabilization of the nascent leading strand.” Our {ext sq changed as
adi
bieext

and as a primer
sion of the leading
strand requires primase, likely for synthesis of Ok [ (Extended Data Fig. 4c).”

6. Reviewer 3 comments: Abstract line 42;< be ‘Pifl or P instead of ‘and’, as
the single mutant shows some extensio 3 ouble m@ oes not at all?

Answer:

We corrected as proposed by t

erstand ‘first few kb of the strand
synthesis?

7. Reviewer 3 commgn
invasion’. Do the auth

few ki W

ching this. This sentence is removed from our new
{.

8. Reviewer 3 comments: Line 80: The addition of the Rad51 ChIP data is great, but the
authors do not report on DNA strand invasion, they only report on proximity of Rad51 to the
donor, which could also be an intermediate before DNA strand invasion. | suggest
rephrasing this sentence.

Answer:

We agree with the reviewer that Rad51ChlIP does not perhaps measure the strand invasion
per se. However, it is well established that association of Rad51 with the donor sequence
specifically reflects strand invasion, and this assay has been used to measure strand
invasion in multiple studies 3. In fact, Rad51 ChIP represents a standard way of measuring



strand invasion efficiency and kinetics, as well as to study its genetic control. Thus, we
believe that Rad51 ChIP is a good choice to track strand invasion. In response to the
Reviewer’'s comment, we clarified our statement as follows: “...about 1 hour after beginning
of strand invasion (detected by ChIP of Rad51 loading onto the donor chromosome
lli(reflecting strand invasion), or by D-loop capture (DLC)...".

9. Reviewer 3 comments: Line 80 and Fig. S1b: The DLC data are poor.and not helpful. The
signal of wild type over rad52 is so low that it questions the validity. At 4xthe difference is
2-2.5x; in comparison, in Piazza et al. the difference is about 100x. Th i Fig. S3e are
a little better, but the difference between wild type and rad51 is §til urider ink the ChIP
data suffice, but the interpretation has to be rephrased as discus

Answer:

can also happen further away.
captured by the DLC method i
much longer. Nevert
higher compared to

invasion detected usi

10. Reviewe X | of the Ya sequence affected in pol32 and pif1?
[ stablished”.

| suggest ining the Ya flap removal data in the manuscript, as the DLC data, in particular
in Figure S1b, are weak with very low signal in wt compared to the rad52 control (see
below).

Answer:

We included Ya flap removal data in our revised manuscript (Extended Data Fig. 3b).

11. We greatly appreciate that Reviewer #3 checked our responses to all other comments
and found them acceptable.
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