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Fig. 1. Network architectures of the models evaluated in Section 3.2 (a and b) and
Section 3.3 (a, c, d, e, and f).
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Table 1. Different properties possessed by the deep learning-based models evaluated
in Section 3.3.

Models
Properties

Multi-task learning Asymmetrical
network

architecture

Attention
mechanism

U-Net × × ×
Multi-task U-Net

√
× ×

Cascaded U-Net
√ √

×
MTA-U-Net

√
×

√

Proposed
√ √ √


