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1. Additional analyses involving the variable of lexical status of primed errors. 

1.1. Global speech error analysis 

Given that we expected the error priming to induce a larger load on monitoring in the 
condition priming lexical compared to non-lexical errors, one might expect to observe a difference 
between conditions also on errors that were not related to the priming (e.g., mill pad => chill pant/
gri..mill pad/…pant). To assess the effect of lexical status of the primed errors on all types of 
speech errors, a generalised mixed linear model was fitted. In line with many previous studies, no 
significant effect was found (e.g., Hartsuiker et al., 2005). Note, however, that the data patterned in 
the expected direction (condition of primed lexical errors:13.1%, MSE 0.6, sd 33.7; condition of 
primed non-lexical errors 11.4%, MSE 0.6, sd 31.8).   

Table 1. Generalized Linear Mixed Model of all speech errors for the fixed variable of lexical status of primed 
errors (lexical vs. non lexical). 

2. Post-hoc analyses involving the variable of phonetic distance between target word pair onsets. 

Through all the conducted analyses, we also contrasted trials with onsets of varying phonetic 
distance (e.g., “c” and “t” are closer than “p” and “s”) since it is known that speakers are more 
error-prone when onsets are phonetically close (e.g., Nooteboom & Quené, 2008; Oppenheim & 
Dell,2008). Following the same rationale as for the main manipulation of lexical status, to-be-
articulated words with higher error-probability should highlight an enhanced involvement of the 
inner monitor (e.g., Severens et al., 2012). In addition, while the main manipulation of lexical status 
of the primed error arguably targets monitoring at the level of words, a difference in phonetic 
distance between target word onsets taps into articulatory-phonetic processes. Unfortunately, as 
mentioned in the methods, being a post-hoc manipulation, the stimuli included in the present study 
was balanced in terms of phonetic distance between our main experimental conditions (i.e., lexical 
0.9 shared features vs. non-lexical 0.8 shared features, p=.47), but not in what regards the amount 
of items belonging to a given condition of phonetic distance (i.e., there were 102, 161 and 57 items 
in each of the three conditions). Because of this, while it was still interesting to conduct the 
analyses both to make sure there was not a confound between this variable and the main 
manipulation and also for exploratory purposes, the (null) results originating from this variable were 
hard to interpret and therefore deferred to the supplementary information.  

2.1.Priming related and global speech error analyses 

Decreasing phonetic distance increased error rates, though only for the contrast between 0 
and 1 shared features (0 features 1.9%, MSE 0.3, sd 13.5; 1 feature 3.3%, MSE 0.3, sd 17.9; 2 
features 2.5%, MSE 0.5, sd 15.7; see Table 2). When extending the analysis to all errors, 
decreasing phonetic distance increased error rates, though only  significantly so when contrasting 
0 versus 2 shared phonetic features (0 features 10.3%, MSE 0.7, sd 30.5; 1 feature 12.5%, MSE 
0.6, sd 33.1;  2 features 15.1%, MSE 1.1, sd 35.8, see Table 3). 

Effect estimate Std.err z-value p-value

Intercept -2.14 0.12 -17.87 <.001

Lexical status (non-
lexical)

-0.16 0.12 -1.36 .174



Table 2. Generalized Linear Mixed Model of priming related speech errors for the fixed variable of phonetic 
distance of word onsets (0, 1 and 2 shared phonetic features). 

Table 3. Generalized Linear Mixed Model of all speech errors for the fixed variable of phonetic distance of 
word onsets (0, 1 and 2 shared phonetic features). 

2.2 ROI analysis and whole brain analyses 

No region showed a differential activation as a function of the linear variable of phonetic 
distance after applying a FDR correction for multiple comparisons (see also table 4 and Figure 1). 
However, right anterior cingulate cortex was observed in the uncorrected results of the region of 
interest analysis.  

Table 4. Results from the ROI analyses on phonetic distance of word onsets (0, 1 and 2 shared phonetic 
features) 

Effect estimate Std.err z-value p-value

Intercept -4.59 0.27 -17.02 <.001

One shared feature 0.64 0.25 2.55 .01

Two shared features 0.31 0.33 0.96 .34

Effect estimate Std.err z-value p-value

Intercept -2.43 0.14 -17.65 <.001

One shared feature 0.25 0.14 1.82 .07

Two shared features 0.49 0.17 2.86 .004

ROI effectsize pUnc pFDR

roi1_ACC_L 0,612 0,068 0,377

roi2_ACC_R 0,728 0,044 0,377

roi3_PreSMA_L 0,196 0,324 0,780

roi4_PreSMA_R -0,227 0,709 0,780

roi5_RCB1_R -0,048 0,536 0,780

roi6_RCB2_R 0,216 0,302 0,780

roi7_SMC_L -0,141 0,630 0,780

roi8_SMC_R 0,115 0,399 0,780

roi9_SPT_L -0,159 0,651 0,780

roi10_pSTG_L -0,428 0,868 0,868

roi11_pSTG_R -0,180 0,667 0,780



Figure 1. Results from the RFX analysis on phonetic distance of word onsets (0, 1 and 2 shared phonetic 
features) 

  
Figure 1. Linear function of shared phonetic features in target onsets. Statistical t-maps are overlaid on MNI cortex 
slices (5 axial slices and 1 sagittal slice par line) using a voxelwise threshold of p< .001 and an extent threshold of 5 
voxels. 


