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Adorym: A multi-platform generic
x-ray image reconstruction framework
based on automatic differentiation
(supplemental document)

We describe and demonstrate an optimization-based x-ray image reconstruction framework called
Adorym. Our framework provides a generic forward model, allowing one code framework to
be used for a wide range of imaging methods ranging from near-field holography and fly-scan
ptychographic tomography. By using automatic differentiation for optimization, Adorym has
the flexibility to refine experimental parameters including probe positions, multiple hologram
alignment, and object tilts. It is written with strong support for parallel processing, allowing large
datasets to be processed on high-performance computing systems. We demonstrate its use on
several experimental datasets to show improved image quality through parameter refinement.
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1. MODULES AND COMPONENTS

As noted in Section 2 of the main manuscript, Adorym is written in a modular and object-oriented
programming style, consisting primarily of the following classes:

• The ForwardModel class discussed in Sec. D, which contains the forward model correspond-
ing to a particular imaging method.

• The Optimizer class discussed in Sec. F, which provides options on what optimization
method to use for minimizing the loss function L.

• The LargeArray class discussed in Sec. B, which manages the large array of the object, or x.

• The propagate class discussed in Sec. C, which handles wavefield propagation for those
forward models that require it.

• The wrapper module that provides a common interface for functions in the two AD engines
provided: Autograd, and PyTorch.

Modules like ForwardModel and Optimizer each contain several child classes, providing sup-
port for different types of imaging techniques or setups, numerical optimization algorithms,
distributed computation methods, and automatic differentiation backends (and computation
devices, namely CPU and GPU). We have therefore attempted to make it easy to combine varying



module ptychography (main)
y0 = data_pointer(HDF5_file)
obj = ObjectFunction(*args)
p = initialize_probe(*args)
grad = Gradient(*args)
opt0, ... = 
   [Optimizer(*args), ...]
fm = ForwardModel(*args)
l = fm.get_loss_func(*args)
diff = Differentiator(l, *args)
for i in range(n_epochs):
  distribute_tasks();
  ...
  (Illustrated with more detials
   in the workflow diagram)
  

- For data-parallel mode:
  + create_array(*args)
  + rotate_array(*args)
  + self.arrays
- For low-memory mode:
  + create_file_object(*args)
  + rotate_data_in_file(*args)
  + read_chunks_from_file(*args)
  + write_chunks_to_file(*args)
  + self.HDF5_pointers

class LargeArray

- For data-parallel mode:
  + initialize_object_array
    (*args)
- For low-memory mode:
  + initialize_object_file
    (*args)
+ apply_finite_support(Mask)

class ObjectFunction

inherits

+ update_finite_support_mask
  (*args)

class Mask
inherits

+ initialize_gradient(*args)

class Gradient
inherits

- For data-parallel mode:
  + create_params_array(*args)
- For low-memory mode:
  + create_params_file(*args)

class Optimizers- exchange
  + data
- metadata
  + probe_positions_px
  + energy_ev
  + psize_cm

file data.h5

+apply_gradient(Object, Gradient)

class GDOptimizer
points to and reads

inherits

inherits

instantiates
based on 

user option

+ predict(*args) -> predicted
+ loss(pred, meas) -> loss
- get_loss_func(*args)
  + def loss_func(*args):
  +   pred = predict(*args)
  +   l = loss(pred, meas)
  +   return l
  + return loss_func

class ForwardModel

+ overwrite predict(*args)

class Ptychography

+ overwrite predict(*args)

class MultidistHolography

......

+ fresnel_propagate(*args)
+ multislice_propagate(*arg)

module propagate
calls

Backends

Autograd

PyTorch

...
(expandable)

module wrapper
+ def tensor(*args)
+ def exp(*args)
+ def abs(*args)
+ def fft2(*args)
+ def ifft2(*args)
...
+ def grad(*args)

wraps

calls

calls

calls

+ create_loss_node(l, *args)
+ get_gradients(*args)

class Differentiator

calls

instantiates

module util
+ def read_object_chunks(*args)
+ def sync_object_chunks(*args)
+ def distribute_tasks(*args)
...

calls

+apply_gradient(Object, Gradient)

class AdamOptimizer

+apply_gradient(Object, Gradient)

class MomentumOptimizer

+apply_gradient(Object, Gradient)

class CGOptimizer

+apply_gradient(Object, Gradient)

class ScipyOptimizer

- get_value(obj)

class Regularizer

inherits

inherits

instantiates
in

st
an

tia
te

s

Fig. S1. Architecture of Adorym, listing the interrelation of all modules, classes, and child
classes. This is the same figure as Fig. 1 in the main manuscript.

detailed methods within the above categories. The image reconstruction task is streamlined by the
ptychography module, which is named in such a way because it supports the 4D-type (rotation
angle, scan position, and 2D diffraction patterns) data processing that is common in ptychography.
However, this module is also capable of handling a wide range imaging techniques other than
ptychography. A full picture illustrating the architecture design is shown in Fig. 2 of the main
manuscript, which is repeated here as Fig. S1.

A. Data format
Because of its ability to contain tagged scalar and array data, as well as its support for parallel ac-
cess, Adorym uses HDF5 files [1] for input and output as noted in Sec. 2.1 of the main manuscript.
Acquired images are saved as a 4D dataset data under the exchange group [2], and metadata
such as beam energy, probe position, and propagation distances are stored under the metadata
group. In compliance with the ptychography module of Adorym, data should have a shape of
[num_angles, num_tiles, len_detector_y, len_detector_x], where num_tiles can be the
(maximum) number of diffraction spots per angle in the case of ptychography or ptychotomog-
raphy, or the number of subdivided image “tiles” per angle in the case of full-field imaging;
the latter will be explained in more details later in this section (Fig. S2). This is a general data
format, and is compatible towards more specific imaging types: for example, 2D ptychography
has num_angles = 1 and num_tiles > 1, while full-field tomography has num_tiles = 1 and
num_angles > 1. In the case of multi-distance holography (MDH) where in-line holograms of the
object at difference sample-to-detector distances are acquired to provide additional information
for phase retrieval [3], holograms collected from the same viewing angle but different defocus
distances are treated as different tiles – i.e., they are contiguous along the second (num_tiles)
dimension.

When dealing with full-field data from large detector arrays, Adorym provides a script to
divide each image into several subblocks called “tiles.” It follows that the divided image data
can be treated in a way just like ptychography, where only a small number of these tiles are
processed each time. This can be an effective way of reducing per-node memory usage especially
when using GPU acceleration, and is also desirable when a large number of processes are run
in parallel, a typical scenario when using Adorym on a multi-node supercomputer. For the
user-given number of tiles of Ntile,y and Ntile,x, the original image of size Ly × Lx is divided into
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Fig. S2. Representation of experimental coordinates in Adorym’s readable dataset (D) and
object function array (O). Directions and quantities are labeled with the index of dimension in
the corresponding array; for example, O2 means that the associated object axis is stored as the
2nd dimension of the object array.

interconnected tiles with size given by Ltile,y = dLy/Ntile,ye and Ltile,x = dLx/Ntile,xe, where
dxe is the ceiling function that returns the smallest integer larger or equal to x. If MDH data
are being tiled, all the tiles of images acquired at different distances are collectively regarded
as “scan spots”, and are saved contiguous in the second dimension of the dataset following a
“tile-then-distance” order.

It follows from our introduction above that a “tile” is the fundamental level of data organization
scheme used in Adorym for all range of imaging techniques. In far-field ptychography, a tile
refers to a diffraction pattern; in full-field imaging methods, a tile may refer to the image acquired
at a certain viewing angle if the raw data are undivided, or a subblock of the image if they are
divided. We shall thus use the word “tile” as a general term when referring to these data elements.

B. Module LargeArray
The LargeArray class for large arrays is used to hold the object (when it is kept or partially kept
in memory; more about this will be introduced in subsection G), or arrays that are comparable
in size as the object (such as the object gradient and the finite support mask). The parent
class of LargeArray contains common methods such as array rotation (important for processing
tomographic data), HDF5 read/write (used in HDF5-mediated distribution mode), and MPI-
based data synchronization (used in distributed object mode). The latter two methods mentioned
above are specifically relevant to distributed reconstruction modes where the object function is
either scattered over processes or nodes, or stored in a HDF5 file on the hard drive; distribution
schemes for these cases are discussed in Section G. Three child classes, namely ObjectFunction,
Mask, and Gradient, inherit properties from the parent class, and possesses additional methods
developed for their specific roles and purposes. For example, the ObjectFunction child class
contains methods to initialize the object function with Gaussian random values or a user-supplied
initial guess, and the Mask class includes a update_finite_support function, which revises the
mask by setting voxels associated with low object function values to zero – a technique known as
shrink-wrapping in coherent diffraction imaging [4].

The unknown object to be solved is represented by an instance of the ObjectFunction class:
a 4D array where the first 3 dimensions correspond to the y (vertical), x (horizontal), and z
(beam axial) coordinates of the object (also see Fig. S2 for a illustration of the geometry). The last
dimension depends on the mathematical representation of the object: Adorym allows the object
function to be reconstructed as either a complex modulation function, where a wavefield ψ(r) is
modulated by the object O(r) as

M[ψ(rx,y)] = ψ(rx,y) ·
(
<[O(rx,y)] + i=[O(rx,y)]

)
, (S1)

where <(·) and =(·) respectively take the real and imaginary part of the argument, or a distri-
bution of refractive indices n(r) = 1− δ(r)− iβ(r) [5], where the modulation to a input x-ray
wavefield is given as

M[ψ(rx,y)] = ψ(rx,y) exp[−kβ(rx,y)∆z] exp[ikδ(rx,y)∆z] (S2)
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where k = 2π/λ is the wavenumber, and ∆z is the thickness of the modulating object. Since the
object is assumed to be a 3D function while the wavefield is 2D, we use rx,y to represent the lateral
coordinates of a plane in the object. In the case of <[O(rx,y)] + i=[O(rx,y)], the last dimension of
the object array stores the real and imaginary part of the complex modulation function O(r), while
in the case of δ(r) + iβ(r), the last dimension stores δ(r) and β(r), respectively. The complex
multiplicative modulation function representation used in Eq. S1 is more common in phase
retrieval techniques such as ptychography [6], and we have found it sometimes shows better
numerical robustness in optimization-based reconstruction because it avoids the ill-conditioned
exponential function. However, since the phase angle φ(r) can only be recovered from the
reconstructed complex object function through Arg[O(r)], phase wrapping is present in high
phase contrast objects. In that case, post-processing is required to unwrap the phase [7], but
this can be complicated when noise or strongly varying phases are present [8]. The situation is
easier in the refractive index representation of the object (Eq. S2). When the refractive indices are
solved without regularization, the phase part δ(r) may still suffer from the 2π ambiguity since it
is contained in the periodic function exp[ikδ(r)∆z] as in Eq. S2. However, δ(r) can be regularized
to promote spatial smoothness. That is, if the values of exp[ikδ(r)∆z] at two adjacent object pixels
are −1 + ε1 and −1− ε2 (where ε1 and ε2 are complex numbers conjugate about the real axis),
then the corresponding value of δ(r) for the former is given by

exp[ikδ(r1)∆z] = −1 + ε1

exp(iπ) + i exp(iπ)[ikδ(r1)∆z− π] ≈ −1 + ε1

kδ(r1)∆z = iε1 + π + 2πm
(S3)

and similarly, kδ(r2)∆z = iε2 + π + 2πn, where m and n can be any arbitrary integers. It
follows that |δ(r2) − δ(r1)| = 1

k∆z [2π(n − m) + i(ε2 − ε1)] is unrestricted. Yet, if one applies
TV regularization on δ(r), then a small |δ(r2)− δ(r1)| is favored. While i(ε2 − ε1) is preserved
by the data fidelity term of the loss function, the TV term favors |m− n| = 0, which leads to a
solution that is spatially continuous without the 2π jumps in phase wrapping. More importantly,
since the range of δ(r) itself is continuous and unbounded, the solved values of δ(r) can be
ones that push the phase angle kδ(r)∆z out of the bound of (−π, π], which would be impossible
when one solves for the real and imaginary parts of O(r) instead: in the latter case, even if one
regularizes Arg[O(r)], the computed phase is still bounded between (−π, π], and TV only puts a
π-ceiling or −π-floor for slightly out-of-bound pixels aside from smoothing the reconstructed
image. By solving for δ(r), one may directly obtain a phase-unwrapped solution without any post-
processing. Furthermore, since δ(r) of natural samples is positive except near an absorption edge,
this physical property can be used to further regularize δ(r) through a non-negativity constraint.
The δ(r)-representation is common in direct phase retrieval methods, and one example is the
algorithm based on the contrast transfer function (CTF) [3, 9], which derives a linear relation
between the phase and the Fourier transform of the detected intensity from Eq. S2, based on the
assumption that the object is homogeneous and weak in phase. Moreover, solving the refractive
indices of the object is also proven to work with iterative reconstruction algorithms in [10] and by
us in [11].

C. Module Propagate
The propagate module is essentially a toolbox for simulating wave propagation, the central
component in building the forward model. For a wavefield propagating in vacuum (or air,
without any substantial loss of accuracy), two scenarios are considered: when the Fresnel number
of propagation is small as in the case of far-field imaging techniques, Fraunhofer diffraction can
be used to calculate the wavefield at the destination plane, which is simply done by Fourier
transforming the source wavefield:

Pfar[ψ(r)] =
∫

ψ(r) exp [i2π(r · ν)] dr (S4)

= F [ψ(r)]. (S5)

One thing to note here is that there exist two sign conventions in formulating wave propagation
equations. Most equations in this paper are written assuming a “negative phase convention”
– that is, the phase factor of a wavefield evolves with propagation distance as exp(−ikz), and
accordingly, the refractive index is expressed as n(r) = 1− δ(r)− iβ(r) [12]. In another often-used
sign convention, phase evolves as exp(ikz) and refractive index takes the form of n(r) = 1− δ(r)+
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iβ(r) [13]. Eq. S5 is consistent with the negative phase convention, which results in a positive
argument in the exponential phase factor of the Fourier transform’s integrand. Using the positive
phase convention, on the other hand, is associated with a negative sign in the Fourier phase
factor’s argument. Some scientific computation packages used in Adorym including Autograd and
PyTorch implement Fourier transform (i.e., the fft function) with a negative exponential argument
for forward Fourier transform, and a positive exponential argument for inverse Fourier transform.
Therefore, Fraunhofer diffraction in the negative phase convention should in fact be implemented
using the ifft functions of these packages, and vice versa for the positive phase convention.
While both conventions should lead to the same intensity prediction, it is important stay consistent
with the sign convention throughout the forward model. In Adorym, most optical propagation
and modulation functions come with a sign_convention argument, so that users who attempt to
create new forward models can switch the convention according to their preference.

When not satisfying the requirements of the Fraunhofer approximation (such as in holography,
or cases where the multislice method needs to be applied), Fresnel propagation is used. For
propagation over a short distance d where the Fresnel number is large [14], Fresnel propagation
can be expressed as

PFr,d[ψ(r)] = F−1{F [ψ(r)]H(ν, d)} (S6)

where the Fresnel propagator kernel H in Fourier space can be either from the paraxial approxi-
mation of

H1(ν, d) = exp(iπλd|ν|2) (S7)

or the Sommerfeld-Rayleigh formulation [13] of

H2(ν, d) =

{
exp

[
−ikd

√
1− λ2|ν|2

]
, 1− λ2|ν|2 > 0

0, 1− λ2|ν|2 ≤ 0
(S8)

where the frequency components with 1− λ2|ν|2 ≤ 0 result in evanescent waves that die down
quickly.

The process through which the sample interacts with the wavefield is modeled using the multi-
slice_propagate_batch function. The multislice method was first used in electron microscopy
[15, 16], and is also known as the beam propagation method in optics [17]. Multislice propagation
treats a 3D object as a stack of thin slices along the beam axis, assuming the refractive index at
each lateral (x-y) point in a slice is axially constant. At each slice, the wavefield is modulated
using either Eq. S1 or S2 depending on how the object is represented, and then propagated to the
next slice using Fresnel propagation (Eq. S6). The steps above are repeated until the wavefield
reaches the last slice of the object. The entire process can be compactly represented in matrix form
as

ψexit =
Lz

∏
j

(
P∆z M j,∆z

)
ψ (S9)

where Mn,θ,∆z extracts the j-th slice of the object with thickness (or spacing) ∆z, and uses it to
modulate wavefield ψ; Pd is the linear operator that implements Fresnel propagation over slice
spacing ∆z.

The implementation of multislice propagation in Adorym is again generalizable: a 2D object is
interpreted to contain just 1 slice, and the wavefield is modulated by the only slice before it is
propagated to the detector plane. On the other hand, when the object to be reconstructed is within
the depth of focus, the pure_projection option can be turned on: in this case, the modulation of
the wavefield by the entire object is computed as

Mobj[ψ(rx,y)] = ψ(rx,y)
Lz

∏
j

O(rx,y, j) (S10)

if the object is represented as complex modulation function, or

Mobj[ψ(rx,y)] = ψ(rx,y) exp

−k
Lz

∑
j

β(rx,y)∆z

 exp

ik
Lz

∑
j

δ(rx,y)∆z

 (S11)

if it is represented as refractive indices.
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The multislice_propagate_batch function is intended for reconstructing a continuous 3D
object with isotropic voxel size – that is, it assumes that the spacing ∆z between slices is equal to
the lateral pixel size ∆x. By binning the slices, the function can work with ∆z being multiples of
∆x, but the slice spacings are assumed to be constant. This setting works well with common 2D
ptychography (which does not need slice spacing at all) and beyond-depth-of-focus ptychotomog-
raphy [11]. On the other hand, in multislice ptychography [18–20], multiple slices of the object are
reconstructed using ptychography data from one or just a few tilt angles. The slices in these cases
are generally much sparser, and the slice spacing can be variable. Thus, we also implemented a
sparse-and-variable version of multislice propagation in Adorym, where the positions of each
slice are saved as an array. The array is optimizable in the AD framework if slice positions need
to be refined.

D. Module ForwardModel
The ForwardModel class and its child classes define the prediction models corresponding to
various types of imaging techniques, which take as inputs the object function to be solved, the
probe function that may be known or unknown, and a collection of experimental parameters.
They predict (generally the magnitude of) the wavefields at the detector plane according to
given experimental setups and optical theories. Although Adorym can be easily adapted to
work with complex-valued measurements (for example, obtained using interferometry [21, 22]),
intensity-only measurements are more common and easier to setup. If multiple probe modes are
used, the intensity will be the incoherent sum of all probe modes:

Ipred =
nmodes

∑
i
|ψi,detector|2 (S12)

and magnitude is calculated as the square root of the summed intensity.

Algorithm 1: An example predict function in the forward model of far-field ptychoto-
mography. This is for data parallelism mode, with probe position refinement and multiple
probe modes.

Input:
detector size [ly, lx], object size [Ly, Lx, Lz], full object function O, a list of probe modes Ψ,
probe positions R, probe position corrections ∆R, wavelength λ, pixel size δ, current
rotation angle θ
Initialization

o← [] // List of object chunks each in shape of [ly, lx, Lz]

Ψdetector ← [] // List of detector-plane waves
Ψshifted ← [] // Shifted probe functions

end
Procedure

O′ ← Rotate(O)
for r in R do

/* Get local object chunks corresponding to diffraction patterns
(tiles). */

o.append (TakeObjectChunk(O′, r))
/* Shift probes according to the list of position corrections. */
Ψshifted.append (FourierShift(Ψ, ∆R))

end
/* Do propagation for all probe modes. */
for ψi in Ψshifted do

ψi ← MultislicePropagate(ψi, o, λ, δ)
ψi ← FarFieldPropagate(ψi)
Ψdetector.append(ψi)

end
end
Output: Ψdetector

Any experimental variables that are to be refined, such as probe positions, geometric transfor-
mation of projection images, and propagation distances, should also be incorporated as a part of
the model. Collectively, these procedures, or the prediction function, are given in the predict
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method inside each child class. An example of the predict method used for far-field ptychoto-
mography with probe position correction is shown in Algorithm 1. The example assumes simple
data parallelism, where each rank possesses its own copy of the whole object function. In this
case, the 3D object is rotated to the current tilt angle θ, and sub-chunks of the object corresponding
to the beam path of each diffraction pattern are extracted. If probe position correction is enabled,
the prediction function takes in an optimizable array of probe position corrections, ∆R, which
has a length equal to the number of probe positions. Each element in the list is a 2D vector ∆r
which represents the correction that needs to be made to the user-given position r, so that the
corrected position is r′ = r + ∆r; additionally, when scan positions are not integer pixel, the array
∆R can also be used to hold floating point residuals of probe positions that should be added to
the integer pixel positions regardless whether probe position refinement is enabled or not. The
correction shift ∆r is then applied to the probe function using the Fourier shift theorem:

ψshifted(r) = F−1 {F [ψ(r)] exp[−i2π(∆r · ν)]} . (S13)

Now this is already enough for the refinement: the gradient of the loss function with regards to
the position correction vector ∆r is left for the AD engine to calculate behind the scene, and no
explicit derivation or implementation is needed. More information about parameter refinement
will be introduced in Section D.2.

When the size of the raw data is large, Adorym can be set to process only a subset, or a
minibatch, of the measured data containing batch_size tiles at a time. Thus, we hereby define
the terms we will use for describing the workload of reconstruction: an “iteration” is used to refer
to the process of finishing a minibatch of data by all parallelized processes (the inner loop), and
an “epoch” refers to the work done to cover the entire dataset (all tiles on all viewing angles; the
outer loop). Propagation through the object is done using multislice propagation which is capable
of simulating multiple scattering within the object volume and is useful when the object thickness
is beyond the depth of focus [11, 15]. On the other hand, when projection approximation is
valid, the multislice simulation can be reduced to a line-integration of the object function. The
prediction function is concluded by propagating the wavefield onto the detector plane, and the
final complex wavefields are returned.

The above illustrated routine can be easily generalized beyond the settings of far-field pty-
chography. Full-field CDI data, for instance, is interpreted by Adorym as a special type of
ptychography with 1 tile per angle, and with detector size equal to the y- and x-dimensions of
the object array. Furthermore, propagation from the object’s exiting plane to the detector plane
is modeled using far-field diffraction in the example of Algorithm 1, but when working with
near-field ptychography or tiled holography data (described in Section A), it can be replaced with
a Fresnel propagation function. In addition, when processing tiled data with bright illumination
(in contrast to far-field ptychography, where the illumination at each tile or diffraction spot is
localized and has most of its energy concentrated to an area much smaller than the detector
size), Fresnel propagation in object (when multislice modeling is enabled) and in free space of
a wavefield tile may cause diffraction fringes to wrap around, due to the non-zero edges in the
modulated wavefield. In this case, Adorym can select a larger area for each object chunk and
wavefield tile, leaving a “buffer zone” around the wavefield for wrapping-around fringes to
spread, and discard the buffer zones after the wavefield reaches the detector plane [23, 24].

When the illumination is only partially coherent [25] or when fly-scan is used in data acquisition
[26–28], multiple mutually incoherent probe modes can be used for image reconstruction to
account for the limited coherence of illumination wavefield. In this case, the prediction function
gives the outputs of all probe modes individually, assuming each of them does not interact with
others before arriving at the detector plane. As a general convention, the prediction functions
in virtually all forward models return the detector-plane wavefields as two separate arrays
that respectively stores the real and imaginary parts of the complex magnitude. Each of these
arrays has a shape of [batch_size, n_probe_modes, len_detector_y, len_detector_x]. In
this way, multi-mode reconstruction can be realized for various types of imaging experiments in
addition to far-field ptychography.

D.1. Loss function

Each child class of ForwardModel contains also a loss method that takes in the predicted detector-
plane magnitude

√
Ipred and the associated experimental measurement

√
Imeas, and calculates

the loss from them (i.e., the last-layer loss function). Combining predict and loss, another
method get_loss_function, constructs an end-to-end loss function mapping the input variables
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to the final loss, optionally with added regularization terms. The data mismatch term in the
last-layer loss function can take different forms, each of them has specific advantages in terms
of numerical robustness and noise resistance. The expressions of these data mismatch terms
are defined in the parent ForwardModel class which are inherited by all its children classes the
loss method, so users can easily select from existing types of the data mismatch term, modify
them, or plug in new types, and then apply the change to all forward model classes. Adorym has
two built-in types of data mismatch term, namely the least-square type (LSQ) and the Poisson
maximum likelihood type.

The LSQ data mismatch term measures the Euclidian distance between the prediction and the
measurement. As pointed out by Godard et al. [29], when the measured intensity Imeas follows
Poisson statistics whose standard deviation is the square root of its mean, then the variance of√

Imeas is insensitive to the expectation of Imeas. That is, using the square root of intensities,
instead of intensities themselves in the LSQ loss function, may lead to better numerical robustness.
As such, Adorym uses an LSQ-type loss function expressed as

DLSQ =
1

Nd

Nd

∑
m

∥∥∥√Ipred,m −
√

Imeas,m

∥∥∥2
(S14)

where Nd is the number of detector (or tile) pixels. If Imeas and Ipred are spatially sparse, the
intensity terms Ik in Eq. S14 can be implemented as Ik + ε, where εisasmallpositivenumber, to
improve numerical robustness, since Ik appears in the denominator of the square root function’s
derivative.

Alternatively, when the measured data are noisy, one may also explicitly introduce Poisson
statistics to account for the noise in Imeas, which leads to the Poisson maximum likelihood
mismatch [29]:

DPoisson =
1

Nd

Nd

∑
m

Ipred,m − Imeas,m log(Ipred,m). (S15)

In a previous publication [30], we have shown with numerical simulations that the Poisson
loss function of Eq. S15 can provide better resolution and contrast under low-dose conditions
compared to the LSQ loss function of Eq. S14, but it takes longer to converge, and may result in
indeterministic artifacts for less noisy images. Adorym allows users to conveniently add new
loss function types (for example, mixed Gaussian-Poisson) into the parent class of ForwardModel.

When processing data subject to photon noise or information deficiency, it is a common
practice to supply the reconstruction algorithm with additional prior knowledge about the
sample. The finite support constraint, which is commonly used in full-field coherent diffraction
imaging [4] and is also made available in Adorym, is one type of such prior knowledge used
to ensure the algorithm converges to a unique solution. Alternatively, some other categories
involve assumptions on one or more quantitative indicators of the object function, such as its
smoothness or sparsity. The l1-norm, for example, is known to enhance the sparsity of the solution,
encouraging more voxels to have near-zero absolute values [31, 32]. If such a quantityR[O(r)]
constrained to be below a certain value, the constrained optimization can be equivalently solved
by adding R[O(r)] to the original loss function of Eq. S14 or Eq. S15 as a Tikhonov regularizer
[33]. The full form of the loss function to be minimized is then

L = D(Ipred, Imeas) + ∑
i

αiRi[O(r)] (S16)

where αi is the “weighting coefficient” applied to regularizer i. The regularizers already available
in Adorym include l1-norm [31, 32], reweighted l1-norm, and total variation. The expressions,
purposes, and example scenarios of application, are shown in Table S1. Moreover, these regu-
larizer functions are defined as individual Regularizer classes, and users can conveniently add
their own regularizers.

D.2. Parameter refinement

In Section D, we have shown the incorporation of probe position correction in the forward
model, which is done using Fourier shift theorem. In addition to that, Adorym also supports the
refinement of a range of experimental variables, and the list can be readily expanded by users
upon needed. At present, the following parameters and variables can be refined:

• Probe defocus: in imaging techniques like ptychography, it is often the case where the
probe function retrieved from a previous experiment is used to reconstruct a new dataset.
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Name Expression ofR Purpose Application

l1-norm
1

No
∑
ir

α1|δir |+ α2|βir |

if object is represented by refractive indices,
or

1
No

∑
ir

α1

∣∣∣|Oir | − |O|
∣∣∣+ α2|arg(Oir )|

if object is represented by complex modula-
tion function.

Promotes sparsity. Reduce artifacts in objects
with finite extent (smaller
than the object array being
solved) or porous objects.

Reweighted l1-
norm [32] 1

No
∑
ir

α1W1|δir |+ α2W2|βir |

if object is represented by refractive indices,
or

1
No

∑
ir

α1W1

∣∣∣|Oir | − |O|
∣∣∣+ α2W2|arg(Oir )|

if object is represented by complex modula-
tion function. In both equations, the quan-
tity Wi as in Wi|C| is the adaptive weight de-
fined as Wi = max(|C|)/(|C|+ ε). Values
of Wi are calculated outside the loss function
using “snapshots” of the object function,
and are treated as no-gradient constants by
AD. Their values are updated once upon a
fixed number of minibatches are done.

Promotes sparsity
adaptively, so that
near-zero voxels are
penalized more.

Similar to l1-norm, and more
desirable if a good initial
guess is available.

Total variation
(TV) [34] 1

No
γ ∑

ir

∥∥∇δir

∥∥
1 +

∥∥∇βir

∥∥
1

if object is represented by refractive indices,
or

1
No

γ ∑
ir

∥∥∥|Oir | − |O|
∥∥∥

1
+
∥∥arg(Oir )

∥∥
1

if object is represented by complex mod-
ulation function. ‖∇C‖1 returns the l1-
norm of the spatial gradient of C, given as
|∇xC|+ |∇yC|+ |∇zC|.

Promotes smooth-
ness.

Reconstructing the object
from noisy data.

Table S1. A list of regularizers available in Adorym. In all equations, No = Lx LyLz is the total
number of voxels in the object function, and ir indexes the object voxels; O is the mean of ob-
ject modulus arg(·) represents the complex argument function which returns the phase of the
complex input.
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However, as the axial position of the sample may differ, the previously recovered probe
might be deviated from the incident plane of the new sample. In this case, Adorym can
Fresnel propagate (Eq. S6) the probe function according to a list of defocusing distances,
zdefoc, which stores the defocusing that should be applied for each tilt angle. The gradient
of zdefoc can be automatically calculated by AD for optimization.

• Probe position offset: Section D presented an example where all probe positions are refined
individually. In the case of ptychotomography, it is often the case that the relative positions
of probe positions on a viewing angle are accurate, but there exist offsets among positions
on different angles in the sample frame, such as in the case of a not-well-centered rotation
axis [35]. Individually refining all probe positions from all angles might still be feasible, but
would introduce too many degrees of freedom, making the reconstruction problem badly
underconstrained. Adorym can instead refine a list of position offsets across different tilt
angles, where each correction vector as an element of the list applies to all probe positions
in a certain angle.

• Slice position: in sparse multislice imaging, slice positions enter the forward model through
Fresnel propagation from a slice to the next, and the gradient of slice positions is thus
obtainable through AD.

• Free propagation distance: the distance between the exiting plane of the sample to the
detector in the case of near-field imaging can be refined as well. In the case of multi-distance
holography, the distances from the sample to all projection images can be included in the
framework.

• Object orientation: the sample stage in nanotomography may suffer from random wobbling,
which causes the angular orientation of the sample to fluctuate in all three axes at different
viewing angles. Refinement of orientations has already been demonstrated in combined
x-ray ptychography and fluorescence microscopy [36], so orientation refinement has been
implemented in Adorym as well. When enabled, the object is rotated in its three axes
according to an optimizable orientation correction array of shape [3, num_angles]. For
each axis, the pixel coordinates on each plane of the rotated object perpendicular to the axis
are mapped back to the original object function at 0◦, using the linear transformx0

y0

 =

cos θ − sin θ

sin θ cos θ

xθ

yθ

 . (S17)

Subsequently, the rotated object is computed by taking voxel values according to the
mapped coordinates from the 0◦ object array using bilinear interpolation. A way to under-
stand how the loss function can be differentiable with regards to rotation angle θ through
this interpolation operation is to regard the interpolation as an (LpLq)× (LpLq) matrix Rθ

parameterized by θ, where Lp and Lq are the numbers of pixels along an object plane per-
pendicular to the rotation axis. It follows that the interpolation is in fact a linear operation of
evaluating oθ = Rθo0, where ō is a vectorized “pq-plane” of the object, formed by concate-
nating each row of it. The matrix Rθ is sparse, containing at most 4 non-zero elements on
each row in the case of bilinear interpolation; therefore, calculating the derivative of Rθ to θ
with a gradient vector can be done efficiently by exploiting this sparsity [37]. In Adorym,
we implement differentiable rotation by using the grid_sample function of PyTorch [38, 39].

• Affine transform of projection images: this feature is particularly useful for near-field
imaging and especially multi-distance holography. The misalignment of detector or sample
stage may cause the acquired projection image to suffer from one or more of three types
of distortions, namely translation, tilting, and scaling. These distortions are collectively
refined to as the affine transformation. We denote the translation, scaling, and shearing in x
and y as δx, δy, Sx, Sy, cx, cy, respectively, and also represent the tilt angle as φ. This leads
to an affine transformation matrix A which is the composite of 4 matrices responsible for
translation, scaling, shearing, and tilt:

A =


cos φ − sin φ 0

sin φ cos φ 0

0 0 1




1 cx 0

cy 1 0

0 0 1




Sx 0 0

0 Sy 0

0 0 1




1 0 δx

0 1 δy

0 0 1

 . (S18)
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Eq. S18 is apparently an expanded form of the square matrix in Eq. S17 for situations beyond
rotation. Adorym can refine an affine transformation matrix for the projection image at
each defocus distance to minimize the loss function, and the transformation is differentiable
based on the same reason as in the case of sample rotation refinement. The forward model
of affine transformation and the associated bilinear interpolation is also implemented using
PyTorch’s grid_sample function.

• Linear relation coefficient between phase and absorption. The homogeneous assumption
about the object, which assumes that the δ(r) and β(r) terms in its refractive index is related
through δ(r) = (1/κ)β(r) [9], is sometimes desirable when the measured data do not
provide enough information to recover both the phase and magnitude of the object function.
By enforcing a linear relation between the phase shifting part and the absorption part of
the object, the number of unknowns is effectively reduced to half, which could prevent
the reconstruction problem from being too loosely constrained. However, since most real
samples have multiple materials present, it is hard to accurately calculate the value of κ
using prior knowledge about the object. Adorym on the other hand can include κ into the
automatic differentiation loop, so that its value can be adjusted constantly to minimize the
loss function.

E. Module Wrapper and backends
The AD engine is the cornerstone of Adorym: it provides the functionality to calculate the
derivative of the loss function with regards to the object, the probe, and other parameters. Because
the AD engine needs to keep track of all variables (or “nodes” [40]), and the relationship between
them and the loss function (this relationship is known as the “graph”), most AD libraries have
their own data types and functions for the parent and child nodes in the forward model. Many AD
libraries are quite similar: they come with a comprehensive look-up table that logs the derivatives
for many common mathematical and array-manipulation operators (like stacking and reshaping),
and some provide an easy interface for users to expand the package by defining derivatives for
new functions [41]. On the other hand, packages may differ in performance depending on the
environment in which they run, in the ease of setting up the environment they require, and in the
size of their user communities. Autograd builds its data type and functions on the basis of the
popular scientific computation package NumPy [42] and SciPy [43]; these in turn can make use
of hardware-tuned libraries such as the Intel Math Kernel library [44]. However, Autograd does
not have built-in support for graphical processing units (GPUs). Another AD package which
provides GPU support is PyTorch, which has perhaps a larger user community. Autograd and
PyTorch are dynamic graph tools which allow the computational graph or the forward model to
be altered at runtime [45]. This means the forward model structure can be modified on the fly
using Python’s native workflow control clauses (such as an if. . .else. . . block), which is very
helpful for implementing a multi-stage optimization strategy. In this way one can use one type of
loss function for the first several iterations, and switch to another after that. Moreover, a dynamic
graph tool means the runtime values of any intermediate variables can be easily retrieved by
inserting a print function inside the forward model code. With a static graph tool, this can only
be done outside the forward model, which makes debugging less intuitive and straightforward.
Therefore, Adorym is designed to specifically work with dynamic graph tools.

As we aim to incorporate both Autograd and PyTorch (and more dynamic graph AD libraries
in the future) in Adorym, we have built a common front end for them in the wrapper module.
This module provides a unified set of APIs to create optimizable or constant variables (arrays
in Autograd, or tensors in PyTorch), call functions, and compute gradients. In order to make
sure all frontend APIs know the right backend to use, we keep the setting parameter backend
in a specific module named global_settings. This common module is imported by reference
(instead of by value) in every relevant module of Adorym, and once its value is changed in any
module or script, it is changed for all modules after that point. For example, the line import
adorym.global_settings is used in both ptychography and wrapper; once it is changed in
ptychography by adorym.global_settings.backend = "pytorch" upon user setting, the value
of adorym.global_settings.backend is changed in wrapper immediately as well, so all frontend
functions in wrapper referring to the backend setting will use functions from PyTorch in this case.

F. Module Optimizer
Optimizers define how gradients should be used to update the object function or other optimizable
quantities; these choices are provided by the class Optimizer. Adorym currently provides 4
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built-in optimizers: gradient descent (GD), momentum gradient descent, adaptive momentum
estimation (Adam), and conjugate gradient (CG). Moreover, Adorym also has a ScipyOptimizer
class that wraps the optimize.minimize module of the Scipy library [43], so that users may
access more optimization algorithms coming with Scipy when using the Autograd backend on
CPU. The simplest GD algorithm updates an optimizable vector n using the gradient of the loss
function with regards to it, or

x← x− ρ∇xL (S19)

where ρ is the step size. GD is very low in overhead in that it does not require any additional
parameters to be stored and updated. However, when the loss function is ill-conditioned (so
that the loss is steep at the vicinity of its minimum) and convex, update iterations can cause
it to overshoot the global minimum. As a consequence, the solution may oscillate around
the minimum point, taking many iterations to finally converge. One viable workaround is to
make ρ variable. If ρ is reduced to ρ/2 each time one reduces by half the suboptimality gap
|Lj −L∗| between the current loss Lj, and the theoretically asymptotic loss value L∗, then GD
will monotonically converge to the minimum [46]. In practice, we found the actual halving of
the suboptimality gap can be tricky to decide as the loss curve sometimes exhibits a periodically
oscillating pattern even if the unknowns are still far away from the global minimum. Nevertheless,
if ρ is reduced according to the above mentioned strategy, then the number of iterations needed
for the suboptimality gap to drop from |Lj −L∗| to |Lj −L∗|/2 is twice the number needed for
it to drop from 2|Lj −L∗| to |Lj −L∗|. In other words, the number of iterations before which ρ
should be halved doubles each time that halving occurs. Therefore, in our implementation of GD
in the GDOptimizer child class, users are allowed to define a “base iteration number” Nbi, so that
ρ is halved each time the iteration index hits {∑S

s=0 2S Nbi|S = 0, 1, · · · }.
Another known problem of GD is that it can also oscillate excessively when it travels through a

ravine in the solution space. As the gradient vector can sometimes point to the “side walls” of the
ravine, so that GD may dangle between the side walls instead of going straight down along the
ravine. The momentum algorithm [47] augments GD by adding the history of past gradients into
the update vector, so that Eq. S19 becomes

v← γv + ρ∇xL
x← x− v.

(S20)

This algorithm is implemented as the MomentumOptimizer class of Adorym.
The Adam algorithm [48] makes use of the history of gradients in past iterations, and is

among the most popular optimization algorithms in the machine learning community [46]. What
distinguishes Adam from many other algorithms in the same category is that it stores both the
first-order moment (the mean) and the second-order moment (the variance) of past gradients,
and that it involves a correction step for countering the bias of the momenta towards zero.
These features provide an advantage in comparison to similar momentum-based algorithms
[46]. Another merit of Adam in our specific application is that the magnitude of its update
vector is relatively insensitive to the scale of gradient [48], so it can work well with raw data that
have various numerical scalings. As an example, full-field tomography and holography data
are usually normalized using “white field” images, while far-field ptychography data generally
have a high dynamic range and are often used without normalization. Because the update rate
in Adam can be imperfectly tuned even by several orders of magnitude, Adam can also work
with different types of loss functions which may have very different values. This aligns well
with the generalizability concept of Adorym, so we have implemented the algorithm in the
AdamOptimizer class.

Our implementations of GD, Momentum, and Adam are designed for stochastic minibatch
optimization – in the literature, these are the algorithms of choice for when we have large data
sets [46]. For small or medium-sized problems, when the raw data and computational graph fit
into the memory, more sophisticated (and hyperparameter-free) conjugate gradient algorithms
or higher order algorithms are typically the methods of choice. In Adorym, we implement the
non-linear conjugate gradient (CG) method [49, 50], which is implemented as the CGOptimizer
in Adorym. Our implementation uses the Polak–Ribière method [51, 52] to find the conjugate
gradient vectors, followed by an adaptive line search [53] to determine the update step size. We
also implement a ScipyOptimizer wrapper that can be used to access a variety of sophisticated
algorithms (such as BFGS, Newton-CG, and so on) from SciPy within Adorym. One distinction
is that while our GD, Momentum, Adam, and CG implementations can be used in both CPUs
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and GPUs, the Scipy optimizers can only be used in the CPU. However, for small-sized convex
problems, this can often be balanced by the reduced number of iterations that some advanced
algorithms require [54].

G. Parallelization modes
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Object Object Object
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done?

Y

N

N
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Exit
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Grad. chunk 0 Grad. chunk 1 Grad. chunk 2
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Rotate object slabs in parallel

Obj. chunk 0 Obj. chunk 1 Obj. chunk 2

Update obj. slabs and other variables

Rotate gradient slabs to 0° in parallel

Stopping 
criterion?

Y

N

N

Y

Exit

Get rectangular object chunks using AlltoAll

Finishing this
angle?

Updated grad.
slab 0

Updated grad.
slab 1

Updated grad.
slab 2

Rank 0 Rank 1 Rank 2

Y

N

Entering iterative reconstruction

Divide image data among ranks

Get gradients

Grad. chunk 0 Grad. chunk 1 Grad. chunk 2

Write gradient chunks

Rotate object file in parallel

Obj. chunk 0 Obj. chunk 1 Obj. chunk 2
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(a) Data-parallel mode (b) Distributed object mode

Fig. S3. Workflow diagram of Adorym in DP mode, DO mode, and H5 mode.

Adorym supports parallelized processing based on the message passing interface (MPI) [55], a
multiprocessing programming model that is compatible with most modern computation plat-
forms ranging from laptops to HPCs. Specifically, in Adorym we use MPI4py Python API
[56]. The MPI interface allows one to conveniently communicate data or synchronize program
workflow among multiple processes (or ranks) on CPU cores. Because each spawned MPI rank
is independent from others on the Python level, it can individually send data back and forth
between RAM and a specified GPU, and run GPU operations without interfering with other
ranks as long as the GPU memory does not overflow. Therefore, our MPI-based parallelization is
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also inherently capable of working with an arbitrary number of GPUs. When it is necessary to
communicate between all ranks, each rank needs to retrieve the data back from the GPU to the
CPU, and use collective MPI operations such as Allreduce. This is inefficient compared to direct
GPU-to-GPU communications using tools such as NVLink [57], but it works on a wider range of
devices.

Parallel processing based on MPI can be implemented in several different ways, each of which
differs from others in terms of computational overhead and memory consumption. Here we
introduce the three types of parallelization modes used in Adorym: data parallelism (DP) mode,
distributed object (DO) mode, and the HDF5-file-mediated low-memory (H5) mode.

G.1. Data parallelism (DP) mode

In machine learning, “data parallelism” refers to distributed neural network training where each
rank has a copy of the full model stored in memory, and process a subset of training data that
is distinct from that on other ranks [58]. The model parameters are periodically synchronized
by taking their averages over all ranks. In Adorym, the equivalent of a neural network is the
forward optical model, where the parameters are the object function and all optimizable variables.
When working in DP mode, each rank is allocated with a batch of batch_size tiles, which is
used to calculate the gradient of the loss function with regards to the entire object volume and
other parameters (probes, probe positions, etc.). Once all ranks have finished their gradient
computation, their gradient arrays are synchronized to the same average values through an MPI
Allreduce operation, after which they are used to update the optimizable variables using a chosen
optimization algorithm. Since gradient averaging is the only major inter-rank communication,
the DP mode is low in overhead, but it has high memory consumption due to the need of keeping
a copy of the whole object function for every rank. This in turn limits the ability to reconstruct
objects with limited resources. A illustrative workflow diagram for the DP mode with 3 MPI
ranks is shown in Fig. S3(a).

G.2. Distributed object (DO) mode

← Stored by rank 1 →

← Stored by rank 2 →

← Stored by rank 3 →

← Stored by rank 4 →

← Stored by rank 5 →

← Stored by rank 6 →

← Stored by rank 7 →

Object/gradient 
chunk of rank 0

Object/gradient 
chunk of rank 1

MPI AlltoAll

MPI AlltoAll

y

x

z

← Stored by rank 0 →

Gradient computered 

by rank 0

Gradient computered 

by rank 1

“Slabs (always stored on RAM)” “Chunks”

Fig. S4. Illustration of the distributed object (DO) scheme. With multiple MPI ranks, the ob-
ject is divided into a vertical stack of slabs, which are kept separately by all ranks. When a
rank processes a diffraction image, it gets data from ranks that possess the parts of the object
function that it needs, after which it assembles these partial slabs into the object chunk corre-
sponding to the beam path of the diffraction image that it is processing. After gradient of the
chunk is calculated, it is scattered back into the same positions of the gradient slabs kept by
relevant ranks. Object update is done by each rank individually using the gathered gradient
array.

In spite of its simplicity and low overhead, keeping a copy of the object function for every
rank as in the DP mode can be impractical with limited memory per rank. We have therefore
implemented the distributed object (DO) mode as an alternative option. In DO mode, only 1
object function is jointly kept by all ranks. This is done by severing the object along the vertical
axis into several slabs, and letting each rank store one of them in its available RAM as 32-bit
floating point numbers. In this way, standard tomographic rotation can be done independently
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by all ranks in parallel. The stored object slab does not enter the device memory as a whole when
GPU acceleration is enabled; instead, object chunks are extracted from the object slabs in the
CPU, and only these partial chunks are sent to GPU memory for gradient computation. Since
the “thickness” of a slab is usually different from the vertical size of an object chunk (whose x-y
cross sections should match the size of a tile), we use MPI’s AlltoAll communication for a rank to
gather the voxels it needs to assemble an object chunk from other ranks.

This is illustrated in Fig. S4, where we assume the MPI command spawns 8 ranks, and the
object function is evenly distributed among these ranks. For simplicity, we assume a batch size
of 1, meaning a rank processes only 1 tile at a time. Before entering the differentiation loop, the
object slab kept by each rank is duplicated as a new array, which is then rotated to the currently
processed viewing angle. In our demonstrative scenario, rank 0 processes the top left tile in the
first iteration, and the vertical size of the tile spans four object slabs. As ranks 0–3 have knowledge
about rank 0’s job assignment, they extract the part needed by rank 0 from their own slabs, and
send them to rank 0 through AlltoAll operation. Rank 0 then assembles the object chunk from the
partial slabs by concatenating them along y in order. Besides, since rank 0 itself contains the object
slab needed by other ranks, it also needs to send information to them. The collective send/receive
can be done using MPI’s AlltoAll communication in a single step. In reality, the vertical size of an
object chunk might not be divisible by the number of slices in each slab, so certain ranks may
send a partial object that is “thinner” than the slab it keeps. The ranks then send the assembled
object chunks to their assigned GPUs for gradient computation, yielding gradient chunks on each
rank that have exactly the same shape as the object chunks. These gradient chunks are scattered
back to relevant ranks, but this time to their “gradient slab” arrays that identically match the
object slabs in position and shape. After all tiles on this certain viewing angle are processed, the
gradient slabs kept by all ranks are rotated back to 0◦. Following that, the object slab is updated
by the optimizer independently in each rank. When reconstruction finishes, the object slabs stored
by all ranks are dumped to a RAM-buffered hard drive, so that they can be stacked to form the
full object. The optimization workflow of the DO mode is shown in Fig. S3(b).

While it has the advantage of requiring less memory per rank, a limitation of the DO mode is
that tilt refinement about the x- and z-axis is hard to implement; tilting about these axes requires a
rank to get voxel values from other slabs, which not only induces excessive MPI communication,
but also demands AD to differentiate through MPI operations. The latter is not impossible, but
existing AD packages may need to be modified in order to add that feature. Another possible
approach among the slabs kept by different MPI ranks is to introduce overlapping regions along
y; in this case, tilting about x and z can be done individually by each rank, though the degree
of tilt is limited by the length of overlap. This is not yet implemented in Adorym, but could be
added in the future.

G.3. HDF5-file-mediated low-memory mode (H5)

When running on an HPC with hundreds or thousands of computational nodes, the DO mode
can significantly reduce the memory needed by each node to store the object function if one uses
many nodes (and only a few ranks per node) to distribute the object. On a single workstation or
laptop, however, the total volume of RAM is fixed, and very large-scale problems are still difficult
to solve even if one uses DO.

For such cases, Adorym comes with an alternative option of storing the full object function in
a parallel HDF5 file [1], which is referred to as the H5 mode. The HDF5 library works with the
MPI-IO driver to allow a file to be read or written by several MPI ranks, where any modifications
to the file’s metadata are done collectively by all ranks to avoid potential conflicts. This feature
provides a viable scheme of further reducing the RAM usage of Adorym. At the beginning of the
reconstruction job, the object function is initialized and saved as an HDF5 file. Before entering the
differentiation loop, the object function is duplicated as a new dataset in the same HDF5 file, and
rotated to the viewing angle being processed in a similar fashion as the DO mode: the rotation
is done in parallel by all ranks, with each rank handling several y-slices. Following that, object
chunks are read from the rotated object by each rank, and sent to GPU if GPU acceleration is
enabled. The calculated gradient chunks are written by each rank into a separate gradient dataset,
which, after all tiles on the current angle are processed, is rotated back to 0◦ collectively. To
update the object function, each rank reads in a slice of the object and the corresponding gradient
at a time, performs update using the selected optimizer, then writes the updated object slice back
to the HDF5 file. The next slice is then processed, until the entire object is updated jointly by all
ranks. The workflow [Fig. S3(c)] in fact resembles that of the DO mode, except the distribution of
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object chunks and synchronization of gradient chunks is done through HDF5 file reading and
writing instead of using MPI AlltoAll.

While the H5 mode allows the reconstruction of large objects on limited memory machines,
I/O with a hard drive (even with a solid state drive) is slower than memory access. Additionally,
writing into an HDF5 with multiple ranks is subject to contention, which may be mitigated if
a parallel file system with multiple object storage targets (OSTs) is available [59]. This is more
likely to be available at an HPC facility than on a smaller, locally managed system, and precise
adjustment of striping size and HDF5 chunking are needed to optimize OST performance [60].
Despite these challenges, the HDF5 mode is valuable because it enables reconstructions of large
objects and/or complex forward models on limited memory machines. It also provides future-
proofing because, as fourth-generation synchrotron facilities deliver higher brightness and enable
one to image very thick samples [61], we may eventually encounter extra-large objects which
might be difficult to reconstruct even in existing HPC machines.

With all the above descriptions, we summarize in Fig. S1 the inter-relations among different
modules as parts of Adorym’s software architecture.

G.4. User interface

If a reconstruction job can be done using the provided ForwardModel classes, users generally just
need to call the reconstruct_ptychography function inside the ptychography. Optimizers for
different variables can either be explicitly declared using the child classes of Optimizer, or be
specified by providing the optimizer name (for object function) and step size while using default
values for other parameters. Below is a code example that can be used to generate the fly-scan
ptychography results shown in the main text:

import adorym
from adorym.ptychography import reconstruct_ptychography

output_folder = "recon"
distribution_mode = None
optimizer_obj = adorym.AdamOptimizer("obj", output_folder=output_folder,

distribution_mode=distribution_mode,
options_dict={"step_size": 1e-3})

optimizer_probe = adorym.AdamOptimizer("probe", output_folder=output_folder,
distribution_mode=distribution_mode,
options_dict={"step_size": 1e-3, "eps": 1e-7})

optimizer_all_probe_pos = adorym.AdamOptimizer("probe_pos_correction",
output_folder=output_folder,
distribution_mode=distribution_mode,
options_dict={"step_size": 1e-2})

params_ptych = {"fname": "data.h5",
"theta_st": 0,
"theta_end": 0,
"n_epochs": 1000,
"obj_size": (618, 606, 1),
"two_d_mode": True,
"energy_ev": 8801.121930115722,
"psize_cm": 1.32789376566526e-06,
"minibatch_size": 35,
"output_folder": output_folder,
"cpu_only": False,
"save_path": ".",
"initial_guess": None,
"random_guess_means_sigmas": (1., 0., 0.001, 0.002),
"probe_type": "aperture_defocus",
"forward_model": adorym.PtychographyModel,
"n_probe_modes": 5,
"aperture_radius": 10,
"beamstop_radius": 5,
"probe_defocus_cm": 0.0069,
"rescale_probe_intensity": True,
"free_prop_cm": "inf",
"backend": "pytorch",
"raw_data_type": "intensity",
"optimizer": optimizer_obj,
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"optimize_probe": True,
"optimizer_probe": optimizer_probe,
"optimize_all_probe_pos": True,
"optimizer_all_probe_pos": optimizer_all_probe_pos,
"save_history": True,
"unknown_type": "real_imag",
"loss_function_type": "lsq",
}

reconstruct_ptychography(**params_ptych)

In the code example, we passed adorym.PtychographyModel to "forward_model". This ar-
gument can be replaced by a user-defined ForwardModel class whenever desirable. Instruc-
tions on creating new forward models and defining new refinable parameters can be found
in the documentation of Adorym, which is currently hosted on the GitHub repository (https:
//github.com/mdw771/adorym/).

2. DEFINITION OF STRUCTURAL SIMILARITY INDEX (SSIM)

The SSIM [62] is a metric that measures the “degree of match” between two images, and, unlike
pixel-to-pixel error metrics such as the mean squared error, it takes into account the interdepen-
dence among pixels lying in their local neighborhoods. For reconstructed image Ia and reference
image Ir, the SSIM is computed as

SSIM(Ia, Ir) = l(Ia, Ir) · c(Ia, Ir) · s(Ia, Ir). (S21)

where l, c, and s respectively gauge the similarity of the images in terms of luminance, contrast,
and structure. These factors are defined as

l(Ia, Ir) =
2µaµr + c1

µ2
a + µ2

r + c1
(S22)

c(Ia, Ir) =
2σaσr + c2

σ2
a + σ2

r + c2
(S23)

s(Ia, Ir) =
σa,r + c3
σaσr + c3

(S24)

where µa and µr are the mean value of the reconstructed image and the reference image, σa and
σr are their standard deviations, and σa,r is their correlation coefficient. The parameters appearing
in the equations above are given by

c1 = (k1L)2 (S25)

c2 = (k2L)2 (S26)

c3 = c2/2 (S27)

where k1 and k2 are set to 0.01 and 0.03 in our case, and L is the dynamic range of the grayscale
images.
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