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	Double-blind peer review submissions: write DBPR and your manuscript number here instead of author names.: Michael Bonner
	YYYY-MM-DD: 2021-05-01
	na: 
	y: 
	Provide a description of all commercial, open source and custom code used to collect the data in this study, specifying the version used OR state that no software was used.: Stimuli were presented using PsychoPy (version 1.84).
	Provide a description of all commercial, open source and custom code used to analyse the data in this study, specifying the version used OR state that no software was used.: Data analysis was carried out using MATLAB (version R2019B), SPM (version 12), and fastText (version 0.1). Custom code is available at the Open Science Framework repository for this project (https://osf.io/ug5zd/).
	Note the sampling procedure. Describe the statistical methods that were used to predetermine sample size OR if no sample-size calculation was performed, describe how sample sizes were chosen and provide a rationale for why these sample sizes are sufficient.: Stimuli, object2vec embeddings, spatial property ratings, and preprocessed fMRI data are available at the Open Science Framework repository for this project (https://osf.io/ug5zd/).The following publicly available resources were used in this work:• ADE20K dataset: https://groups.csail.mit.edu/vision/datasets/ADE20K/• Google News dataset: https://code.google.com/archive/p/word2vec/ • WordNet subset of Google News dataset: https://github.com/chrisjmccormick/word2vec_matlab• AlexNet pre-trained on ImageNet: http://www.vlfeat.org/matconvnet/models/imagenet-caffe-ref.mat
	Note the sampling procedure. Describe the statistical methods that were used to predetermine sample size OR if no sample-size calculation was performed, describe how sample sizes were chosen and provide a rationale for why these sample sizes are sufficient.: The sample sizes for the number of subjects and number of stimulus conditions were chosen to be similar to previous published studies that have successfully used voxelwise encoding models to reliably predict fMRI responses in high-level visual cortex to complex visual stimuli:Stansbury, D. E., Naselaris, T. & Gallant, J. L. Natural Scene Statistics Account for the Representation of Scene Categories in Human Visual Cortex. Neuron 79, 1025–1034 (2013).Lescroart, M.D., Stansbury, D., & Gallant, J.L. Fourier power, subjective distance, and object categories all provide plausible models of BOLD responses in scene-selective visual areas. Frontiers in Computational Neuroscience, 9:135 (2015) 
	life: 
	behavioural: 
	eee: 
	If no data were excluded from the analyses, state so OR if data were excluded, describe the exclusions and the rationale behind them, indicating whether exclusion criteria were pre-established.: As noted in the Methods, in addition to the fMRI data for the main task and functional localizers, we also collected two runs of fMRI data while subjects watched a nature documentary. These video data were collected to allow for the possibility of performing hyperalignment, but they were not analyzed. Otherwise, no data were excluded. 
	Describe the measures taken to verify the reproducibility of the experimental findings. If all attempts at replication were successful, confirm this OR if there are any findings that were not replicated or cannot be reproduced, note this and describe why.: Our experiment was designed so that fMRI data could be collected for our entire stimulus set within a single scanning session. We collected 4 complete sessions in each participant, meaning that we had 4 different estimates of the fMRI responses to our entire set of experimental stimuli in each participant.  This allowed us to assess the split-half reliability of our data by comparing the voxelwise patterns of fMRI responses on odd and even scanning sessions. These split-half reliability measurements are reported in the Methods and Results. No additional replications were performed, and there are no failed replications to report. 
	Describe how samples/organisms/participants were allocated into groups. If allocation was not random, describe how covariates were controlled. If this is not relevant to your study, explain why.: For each subject, we created a random partitioning of the experimental conditions into 9 cross-validation folds. The random assignment of conditions to cross-validation folds was determined before data collection and differed for each subject. The order of experimental conditions within each run and the order of experimental stimuli within each mini-block were random and differed for each subject. 
	Describe the extent of blinding used during data acquisition and analysis. If blinding was not possible, describe why OR explain why blinding was not relevant to your study.: Blinding was not necessary as the experimenters' knowledge of participant assignment during data collection and analysis do not influence the outcome of the results.
	Briefly describe the study type including whether data are quantitative, qualitative, or mixed-methods (e.g. qualitative cross-sectional, quantitative experimental, mixed-methods case study). : 
	State the research sample (e.g. Harvard university undergraduates, villagers in rural India) and provide relevant demographic information (e.g. age, sex) and indicate whether the sample is representative. Provide a rationale for the study sample chosen. For studies involving existing datasets, please describe the dataset and source.: 
	Describe the sampling procedure (e.g. random, snowball, stratified, convenience). Describe the statistical methods that were used to predetermine sample size OR if no sample-size calculation was performed, describe how sample sizes were chosen and provide a rationale for why these sample sizes are sufficient. For qualitative data, please indicate whether data saturation was considered, and what criteria were used to decide that no further sampling was needed.: 
	Provide details about the data collection procedure, including the instruments or devices used to record the data (e.g. pen and paper, computer, eye tracker, video or audio equipment) whether anyone was present besides the participant(s) and the researcher, and whether the researcher was blind to experimental condition and/or the study hypothesis during data collection.: 
	Indicate the start and stop dates of data collection, noting the frequency and periodicity of sampling and providing a rationale for these choices. If there is a gap between collection periods, state the dates for each sample cohort. Specify the spatial scale from which the data are taken: 
	State how many participants dropped out/declined participation and the reason(s) given OR provide response rate OR state that no participants dropped out/declined participation.: 
	If participants were not allocated into experimental groups, state so OR describe how participants were allocated to groups, and if allocation was not random, describe how covariates were controlled.: 
	Briefly describe the study. For quantitative data include treatment factors and interactions, design structure (e.g. factorial, nested, hierarchical), nature and number of experimental units and replicates.: 
	Describe the research sample (e.g. a group of tagged Passer domesticus, all Stenocereus thurberi within Organ Pipe Cactus National Monument), and provide a rationale for the sample choice. When relevant, describe the organism taxa, source, sex, age range and any manipulations. State what population the sample is meant to represent when applicable. For studies involving existing datasets, describe the data and its source.: 
	Describe the data collection procedure, including who recorded the data and how.: 2
	Describe the measures taken to verify the reproducibility of experimental findings. For each experiment, note whether any attempts to repeat the experiment failed OR state that all attempts to repeat the experiment were successful.: 
	Describe the study conditions for field work, providing relevant parameters (e.g. temperature, rainfall).: 
	State the location of the sampling or experiment, providing relevant parameters (e.g. latitude and longitude, elevation, water depth).: 
	Describe the efforts you have made to access habitats and to collect and import/export your samples in a responsible manner and in compliance with local, national and international laws, noting any permits that were obtained (give the name of the issuing authority, the date of issue, and any identifying information).: 
	Describe any disturbance caused by the study and how it was minimized.: 
	Describe all antibodies used in the study; as applicable, provide supplier name, catalog number, clone name, and lot number.: 
	Describe the validation of each primary antibody for the species and application, noting any validation statements on the manufacturer’s website, relevant citations, antibody profiles in online databases, or data provided in the manuscript.: 
	State the source of each cell line used.: 
	Describe the authentication procedures for each cell line used OR declare that none of the cell lines used were authenticated.: 
	Confirm that all cell lines tested negative for mycoplasma contamination OR describe the results of the testing for mycoplasma contamination OR declare that the cell lines were not tested for mycoplasma contamination.: 
	Name any commonly misidentified cell lines used in the study and provide a rationale for their use.: 
	Provide provenance information for specimens and describe permits that were obtained for the work (including the name of the issuing authority, the date of issue, and any identifying information).: 
	deposition: 0
	If new dates are provided, describe how they were obtained (e.g. collection, storage, sample pretreatment and measurement), where they were obtained (i.e. lab name), the calibration program and the protocol for quality assurance OR state that no new dates are provided.: 
	datescheck: 0
	Identify the organization(s) that approved the study protocol.: Participants provided written informed consent in compliance with procedures approved by the University of Pennsylvania Institutional Review Board.
	For laboratory animals, report species, strain, sex and age OR state that the study did not involve laboratory animals.: 
	Provide details on animals observed in or captured in the field; report species, sex and age where possible. Describe how animals were caught and transported and what happened to captive animals after the study (if killed, explain why and describe method; if released, say where and when) OR state that the study did not involve wild animals.: 
	For laboratory work with field-collected samples, describe all relevant parameters such as housing, maintenance, temperature, photoperiod and end-of-experiment protocol OR state that the study did not involve samples collected from the field.: 
	Describe the covariate-relevant population characteristics of the human research participants (e.g. age, gender, genotypic information, past and current diagnosis and treatment categories). If you filled out the behavioural & social sciences study design questions and have nothing to add here, write "See above.": Four healthy subjects (2 female, ages 30, 32, 32, and 34) participated in the experiment. All had normal or corrected-to-normal vision. 
	Describe how participants were recruited. Outline any potential self-selection bias or other biases that may be present and how these are likely to impact results.: Participants were recruited from the University of Pennsylvania community. There is no potential self-selection bias or other biases that could have impacted the results.
	Provide the trial registration number from ClinicalTrials.gov or an equivalent agency.: 
	Note where the full trial protocol can be accessed OR if not available, explain why.: 
	Describe the settings and locales of data collection, noting the time periods of recruitment and data collection.: 
	Describe how you pre-defined primary and secondary outcome measures and how you assessed these measures.: 
	Describe any other significant impacts.: 
	calculatehazards: 
	Please describe the agents/technologies/information that may pose a threat, including any agents subject to oversight for dual use research of concern.: 
	Describe any other potentially harmful combination(s) of experiments and agents.: 
	calculateexperiments: 
	calculatehazardsexperiments: 
	Describe the precautions that were taken during the design and conduct of this research, or will be required in the communication and application of the research, to minimise biosecurity risks. These may include bio-containment facilities, changes to the study design/methodology or redaction of details from the manuscript.: 
	Describe any evaluations and oversight of biosecurity risks of this work that you have received from people or organizations outside of your immediate team.: 
	Describe the benefits that application or use of this work could bring, including benefits that may mitigate risks to public health, national security, or the health of crops, livestock or the environment.: 
	Describe whether the benefits of communicating this information outweigh the risks, and if so, how.: 
	graphfiles: 0
	For "Initial submission" or "Revised version" documents, provide reviewer access links.  For your "Final submission" document, provide a link to the deposited data.: 
	Provide a list of all files available in the database submission.: 
	Provide a link to an anonymized genome browser session for "Initial submission" and "Revised version" documents only, to enable peer review.  Write "no longer applicable" for "Final submission" documents.: 
	Describe the experimental replicates, specifying number, type and replicate agreement.: 
	Describe the sequencing depth for each experiment, providing the total number of reads, uniquely mapped reads, length of reads and whether they were paired- or single-end.: 
	Describe the antibodies used for the ChIP-seq experiments; as applicable, provide supplier name, catalog number, clone name, and lot number.: 1
	Specify the command line program and parameters used for read mapping and peak calling, including the ChIP, control and index files used.: 
	Describe the methods used to ensure data quality in full detail, including how many peaks are at FDR 5% and above 5-fold enrichment.: 
	Describe the software used to collect and analyze the flow cytometry data. For custom code that has been deposited into a community repository, provide accession details.: 
	axislabels: 0
	axisscales: 0
	plots: 0
	numberpercentage: 0
	Describe the sample preparation, detailing the biological source of the cells and any tissue processing steps used.: 
	Identify the instrument used for data collection, specifying make and model number.: 
	Describe the abundance of the relevant cell populations within post-sort fractions, providing details on the purity of the samples and how it was determined.: 
	Describe the gating strategy used for all relevant experiments, specifying the preliminary FSC/SSC gates of the starting cell population, indicating where boundaries between "positive" and "negative" staining cell populations are defined.: 
	gatingcheck: 0
	Indicate task or resting state; event-related or block design.: Task-based fMRI using a min-block design.
	Specify the number of blocks, trials or experimental units per session and/or subject, and specify the length of each trial or block (if trials are blocked) and interval between trials.: The experiment was designed to be completed in 4 sessions, each taking place on different days; however, two subjects chose to split up the scanning sessions over more than 4 days. For each planned session, we randomly divided the 81 object categories into 9 folds of 9 categories each. These folds were presented in separate runs, randomly ordered. Runs contained 6 mini-blocks for each of the 9 categories; images were assigned to mini-blocks by creating 3 different 2-fold splits for the 10 images in each category. Each run also contained 1 to 3 warped-object mini-blocks, in which a single warped object image was shown among 4 normal images from the same object category. The categories for the warped-object mini-blocks were randomly chosen from the 9 categories in the run. The order of the mini-blocks within the run was randomized, as was the order of the images within each mini-block, subject to the restriction that mini-blocks from the same category were never shown more than twice in a row. Runs were ~6.3 min in length, with the exact length depending on the variable number of warped-object mini-blocks (i.e., 1-3).In each block, 5 images from the same object category were presented in rapid succession. Each image was shown for 500 ms, and consecutive images were separated by a 500 ms inter-stimulus interval, during which a random background texture was shown, which differed from the backgrounds that the objects were shown on. After the fifth image in each block, a gray screen with a central cross appeared for 1.5 s before the start of the next block. Each block was thus 4.5 s in length, with a minimum inter-block interval of 1.5 s. Every run also included 6 randomly placed null events of 4 s each, which always occurred between blocks.
	State number and/or type of variables recorded (e.g. correct button press, response time) and what statistics were used to establish that the subjects were performing the task as expected (e.g. mean, range, and/or standard deviation across subjects).: Behavioral data were not analyzed for this experiment.
	Specify: functional, structural, diffusion, perfusion.: Functional
	Specify in Tesla: 3T
	Specify the pulse sequence type (gradient echo, spin echo, etc.), imaging type (EPI, spiral, etc.), field of view, matrix size, slice thickness, orientation and TE/TR/flip angle.: Participants for were scanned on a Siemens 3.0 T Prisma scanner using a 64-channel head coil. We acquired T1-weighted structural images using an MPRAGE protocol (TR = 2200 ms, TE = 4.67 ms, flip angle = 8°, matrix size = 192 x 256 x 160, voxel size = 0.9 x 0.9 x 1 mm). We acquired T2*-weighted functional images sensitive to blood oxygenation level–dependent contrasts using a multiband acquisition sequence (TR = 2000 ms for main experimental scans and 3000 ms for localizer scans, TE = 25 ms, flip angle = 70°, multiband factor = 3, matrix size = 96 x 96 x 81, voxel size = 2 x 2 x 2 mm).
	State whether a whole brain scan was used OR define the area of acquisition, describing how the region was determined.: We collected whole-brain data.
	Specify # of directions, b-values, whether single shell or multi-shell, and if cardiac gating was used.: 
	Provide detail on software version and revision number and on specific parameters (model/functions, brain extraction, segmentation, smoothing kernel size, etc.).: fMRI data were processed and modeled using SPM12 and MATLAB R2019B.
	If data were normalized/standardized, describe the approach(es): specify linear or non-linear and define image types used for transformation OR indicate that data were not normalized and explain rationale for lack of normalization.: Images were normalized to Montreal Neurological Institute (MNI) standard space using non-linear registration.
	Describe the template used for normalization/transformation, specifying subject space or group standardized space (e.g. original Talairach, MNI305, ICBM152) OR indicate that the data were not normalized.: MNI305
	Describe your procedure(s) for artifact and structured noise removal, specifying motion parameters, tissue signals and physiological signals (heart rate, respiration).: We did not perform any procedures for noise or artifact removal. 
	Define your software and/or method and criteria for volume censoring, and state the extent of such censoring.: We did not perform any procedures for volume censoring.
	Specify type (mass univariate, multivariate, RSA, predictive, etc.) and describe essential details of the model at the first and second levels (e.g. fixed, random or mixed effects; drift or auto-correlation).: We analyzed the data using predictive voxelwise encoding models. First, voxelwise responses to each object category were estimated using a general linear model, which included regressors for each of the object categories and the target (warped-object) mini-blocks in each run, and a regressor for each run. Each regressor consisted of a boxcar function convolved with a standard hemodynamic response function. Low-frequency drifts were removed using a high-pass filter with a cutoff period of 128 s, and temporal autocorrelations were modeled with a first-order autoregressive model. Voxelwise beta values were z-scored across the 9 object categories within each run. These beta values were used as object category responses for all additional analyses.Next, we used voxelwise encoding models to determine if the fMRI responses to our 81 object categories could be predicted from the representations of object2vec and word2vec. For each subject, voxelwise responses to the 81 object categories were determined by averaging responses across all runs. Ordinary least squares regression was used to estimate weights that map representational features (e.g., object2vec) to these fMRI responses. We used 9-fold cross-validation to quantify the out-of-sample prediction accuracy for each voxelwise model. 
	Define precise effect in terms of the task or stimulus conditions instead of psychological concepts and indicate whether ANOVA or factorial designs were used.: We used permutation tests to assess the statistical significance of prediction accuracy scores. To estimate the distribution of effects within each voxel under the null hypothesis, we randomly permuted the object category labels within each fold of the cross-validation design and then computed the Pearson correlation between the actual fMRI responses and the permuted version of the predicted responses. We repeated this procedure 5,000 times. For whole-brain analyses, we averaged the actual prediction accuracy scores in each voxel across subjects and did the same for the r-values from all 5,000 iterations of the permutation procedure. We then logged the maximum r-value across all voxels on each iteration, which produced a null distribution controlled for family-wise error rate. We compared the actual r-value in each voxel to this null distribution to generate p-values. For ROI analyses, we calculated the average r-value across all voxels in all subjects and did the same for the r-values from all 5,000 iterations of the permutation procedure. We compared the actual r-value for each ROI to the permutation-based null distribution to generate p-values. For the ROI analyses, we also obtained bootstrap standard errors by randomly resampling the actual and predicted fMRI responses within each fold and then re-computing the voxelwise correlations and ROI means. This bootstrap resampling procedure was performed 5,000 times. 
	whole: 
	ROI: 
	both: 
	Describe how anatomical locations were determined (e.g. specify whether automated labeling algorithms or probabilistic atlases were used).: Functional localizer scans were used to identify scene-selective and object-selective regions of visual cortex. 
	Specify voxel-wise or cluster-wise and report all relevant parameters for cluster-wise methods.: Voxelwise
	Describe the type of correction and how it is obtained for multiple comparisons (e.g. FWE, FDR, permutation or Monte Carlo).: Statistical tests for whole-brain analyses were corrected for false discovery rate.
	Report the measures of dependence used and the model details (e.g. Pearson correlation, partial correlation, mutual information).: 
	Report the dependent variable and connectivity measure, specifying weighted graph or binarized graph, subject- or group-level, and the global and/or node summaries used (e.g. clustering coefficient, efficiency, etc.).: 
	Specify independent variables, features extraction and dimension reduction, model, training and evaluation metrics.: For voxelwise predictive analyses, we used regressors from the object2vec and word2vec representational models. Object2vec is based on the continuous bag of words (CBOW) version of word2vec, which seeks to identify word representations that can be used to predict a missing target word from its surrounding context words (e.g., the other words around it in a sentence). We adapted the word2vec CBOW algorithm, as implemented in fastText. We created the object2vec embeddings by running our modified version of the fastText CBOW algorithm on the ADE20K annotation corpus. These embeddings are learned through stochastic gradient descent and the dimensionality of the embeddings is set by hand before model training. We first created embeddings of different sizes, spanning from 10 to 90 dimensions in steps of 20. For each dimensionality, we created 100 versions using different random initializations. The models were trained for 1000 epochs with a negative sampling parameter of 20. We sought to identify the simplest possible model that captured the contextual representations of the objects in ADE20K. By converting the resulting object2vec representations into RDMs, we could perform RSA to compare the information contained in the embeddings at different dimensionalities. We averaged the RDMs for all 100 versions of each dimensionality and then performed pairwise correlations of the RDMS for all dimensionalities. We found that the lowest-dimensional model (10 dimensions) was highly correlated with each of the higher-dimensional models (mean r-value = 0.92, sd = 0.02). Because of the strong representational similarity of these models, we used the simpler 10-dimensional embeddings for all further analyses. We then performed PCA on the 10-dimensional embeddings to determine if they could be further reduced in dimensionality. We found that on average across all 100 versions, 8 dimensions were sufficient to explain over 90% of the variance. Finally, we concatenated all versions of the 10-dimensional embeddings and used PCA to extract latent dimensions that were commonly identified across different random initializations. We retained 8 principal components (PCs), which served as our object2vec representations.In addition to our object2vec embeddings, which were trained on image annotations, we also examined word2vec embeddings trained on written language. We used a set of 300-dimensional word2vec embeddings that had been previously trained on the Google News dataset (~100 billion words): https://code.google.com/archive/p/word2vec/. We downloaded the word2vec embeddings here: https://github.com/chrisjmccormick/word2vec_matlab. These embeddings were filtered to include only words that are present in WordNet, which removes many entries that are not useful for our analysis of object concepts, including misspellings and multi-word phrases. We then used PCA to reduce the dimensionality of these representations. We inspected the scree plot of explained variance for each PC and found an elbow at ~30 PCs, where explained variance began to level off. We therefore retained 30 PCs of the word2vec embeddings for all further analyses. We later ensured that our findings were not contingent on the specific number of PCs retained. We observed similar results in the range of 20 to 50 PCs. Beyond 50 PCs, cross-validated accuracy of the encoding models decreased, due to overfitting. For each of the 81 object categories in our experiment, we created a list of its associated names. This list included all names in the full ADE20K label for the object (e.g., “'bathtub, bathing tub, bath, tub”) as well as plural forms and any additional names that were detected through manual inspection of the WordNet-filtered word2vec vocabulary (207,147 words). For each object category, we averaged the embeddings for all of its associated names. The resulting 30-dimensional vectors served as our word2vec representations. We included nuisance regressors in our encoding models to account for low-level stimulus properties that could influence the estimated weights for our regressors of interest (i.e., object2vec and word2vec). Nuisance regressors were generated using the five convolutional layers of a convolutional neural network (AlexNet) trained on ImageNet: http://www.vlfeat.org/matconvnet/models/imagenet-caffe-ref.mat. The goal of this procedure was to create a small set of nuisance regressors that explain prominent low-level image features while not drastically increasing the overall number of regressors and thus causing problems with overfitting. We ran the experimental stimuli through AlexNet to obtain activations from the final output of each convolutional layer and then concatenated these activations into a single vector for each stimulus. We averaged these AlexNet activation vectors across all 10 images for each object category and used PCA to reduce their dimensionality. Based on inspection of the scree plot, we retained 20 PCs, which is at the point where explained variance leveled off. In the cross-validation procedure, the nuisance regressors were only included in the training folds for the purpose of estimating regression weights—they were not included when applying the regression weights to generate predictions for the object categories in the held-out test fold. Thus, all encoding-model predictions were computed using only the representations of object2vec or word2vec. Ordinary least squares regression was used to estimate weights that map representational features (e.g., object2vec) to fMRI responses. We used 9-fold cross-validation to quantify the out-of-sample prediction accuracy for each voxelwise model. This cross-validation design was built into our fMRI protocol. The stimuli for each subject were randomly split into 9 folds of 9 object categories each, and the object categories from different folds were always shown in different runs. For each iteration of the cross-validation, voxelwise regression weights for the object2vec and word2vec dimensions were estimated using object categories from 8 of the 9 folds, and the estimated regression weights were applied to the object categories in the held-out fold to generate predicted fMRI responses. 
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