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Supplemental Methods. 

 

Additional testing protocol details. 

Clinical samples were obtained by combined swabs of the anterior nares and oropharynx administered by a trained 

provider. The samples were initially tested by either Quest Diagnostics (while teams were in local markets using 

the Quest SARS-CoV-2 RT-qPCR1) or BioReference Laboratories (while teams were in Orlando using the cobas 

SARS-CoV-2 test2). Viral transport media from positive samples were sent to Yale University for subsequent RT-

qPCR testing using a multiplexed version of the assay from the US Centers for Disease Control and Prevention3 to 

normalize Ct values across testing platforms. To account for the different calibration of the testing instruments, we 

used a linear conversion (S15 Fig – S17 Fig, Methods: Converting Ct values) to adjust any samples not processed 

at Yale University to the Yale laboratory scale. Subsequent analysis is based on the N1 Ct value from the Yale 

multiplex assay and on the adjusted Roche cobas target 1 assay.  

 

Residual viral transport media (VTM) from Quest Diagnostics or BioReference Laboratories were shipped 

overnight to Yale on dry ice. VTM was thawed on ice and 300 µL was used for RNA extraction using the MagMAX 

Viral/Pathogen Nucleic Acid Isolation Kit and the KingFisher Flex robot (Thermo Fisher Scientific, Waltham, 

MA4). Total nucleic acid was eluted into 75ul of elution buffer and SARS-CoV-2 RNA was quantified from 5 µL 

of extracted total RNA using a multiplexed version of the CDC RT-qPCR assay that contains the 2019-nCoV_N1 

(N1), 2019-nCoV-N2 (N2), and human RNase P (RP) primer-probe sets3. The RT-qPCR was performed using the 

Luna Universal Probe One-Step RT-qPCR Kit (New England Biolabs, Ipswich, MA, US) and the following 

thermocycler conditions: (1) reverse transcription for 10 minutes at 55°C, (2) initial denaturation for 1 min at 95°C, 

and PCR for 45 cycles of 10 seconds at 95°C and 30 seconds at 55°C on the CFX96 qPCR machine (Bio-Rad, 

Hercules, CA, US).  

 



Converting Ct values. Most (n = 226) of the 312 positive samples in the raw dataset underwent RT-qPCR at the 

Yale laboratory. We used the Yale Ct value whenever it was available. Still, 86 samples underwent initial diagnostic 

testing at BioReference Laboratories but not confirmatory testing at the Yale laboratory. Both platforms rely on a 

multiplex RT-qPCR strategy. The two testing platforms yield slightly different Ct values, as evidenced by the 94 

samples the underwent RT-qPCR at both facilities (S15 Fig). For comparison between platforms, target 1 from the 

Roche cobas assay, which is specific to SARS-CoV-2, and the N1 target from the Yale multiplex assay were used. 

For the 86 samples that were not processed at the Yale laboratory, we adjusted the Ct values using the best-fit 

(minimum sum of squares) linear regression between the initial Ct value and the Yale Ct value for the samples that 

were processed in both facilities. To do so, we estimated the coefficients β0 and β1 in the following regression 

equation: 

 

  

Here, yi denotes the ith Ct value from Yale, xi denotes the ith Ct value from the initial test, and εi is an error term with 

mean 0 and constant variance across all samples. The resulting fit (S15 Fig) was strong (R2 = 0.86) with 

homoscedastic residuals (S16 Fig) that are approximately normally distributed, as evidenced by a Q-Q plot (S17 

Fig). 

  

Data parsing. The raw dataset included 3,207 test results for 102 individuals. We excluded 21 individuals who had 

5 or fewer tests, since the data for these individuals were too sparse to reliably infer a Ct trajectory. We also excluded 

13 individuals who did not record any Ct values that surpassed the RT-qPCR limit of detection (40). We removed 

146 entries for which the test result was recorded as ‘positive’ but there was no associated Ct value; these tests were 

initially conducted on an instrument that provided only a binary diagnosis and the samples were not available for 

confirmatory testing. This left 2,411 total tests for 68 individuals for the main analysis. The median number of tests 

administered to each of the 68 individuals was 41 (IQR [14, 51]; Range [5, 70]). The median number of Ct values 

with viral concentration above the limit of detection recorded for each person was 3 (IQR [2, 4]; Range [1, 9]). We 

trivially shifted the date indices so that date 0 corresponded to the time of the minimum Ct. We set the Ct value for 



negative tests equal to the limit of detection. For the statistical analysis, we removed any sequences of 3 or more 

consecutive negative tests to avoid overfitting to these trivial values. Acute infections were defined as probable 

novel infections that reached a minimum Ct value of below 35.  

 

Model fitting.  

We assumed that the viral concentration trajectories consisted of a proliferation phase, with exponential growth in 

viral RNA concentration, followed by a clearance phase characterized by exponential decay in viral RNA 

concentration5. Since Ct values are roughly proportional to the negative logarithm of viral concentration6, this 

corresponds to a linear decrease in Ct followed by a linear increase. We therefore constructed a piecewise-linear 

regression model to estimate the peak Ct value, the time from infection onset to peak (i.e. the duration of the 

proliferation stage), and the time from peak to infection resolution (i.e. the duration of the clearance stage). This 

idealized trajectory is depicted in S6 Fig. The trajectory may be represented by the equation 

 

  

 

Here, E[Ct(t)] represents the expected value of the Ct at time t, “l.o.d” represents the RT-qPCR limit of detection, 

χ is the absolute difference in Ct between the limit of detection and the peak (lowest) Ct, and to, tp, and tr are the 

onset, peak, and recovery times, respectively.  

 

Before fitting, we re-parametrized the model using the following definitions:  

 

● ΔCt(t) = l.o.d. – Ct(t) is the difference between the limit of detection and the observed Ct value at time t. 

● ωp = tp - to is the duration of the proliferation stage (first potential detectability to peak viral concentration). 

● ωr = tr - tp is the duration of the clearance stage (peak viral concentration to resolution of acute infection). 
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We constrained 0 ≤ ωp ≤ 14 days and 0 ≤ ωr ≤ 30 days to prevent inferring unrealistically large values for these 

parameters for trajectories that were missing data prior to the peak and after the peak, respectively. We also 

constrained 0 ≤ χ ≤ 40 as Ct values can only take values between 0 and the limit of detection (40).  

 

We next assumed that the observed ΔCt(t) could be described the following mixture model: 

  

 

 

where E[ΔCt(t)] = l.o.d. - E[Ct(t)] and λ is the sensitivity of the q-PCR test, which we fixed at 0.99. The bracket 

term on the right-hand side of the equation denotes that the distribution was truncated to ensure Ct values between 

0 and the limit of detection. This model captures the scenario where most observed Ct values are normally 

distributed around the expected trajectory with standard deviation σ(t), yet there is a small (1%) probability of an 

exponentially-distributed false negative near the limit of detection. The log(10) rate of the exponential distribution 

was chosen so that 90% of the mass of the distribution sat below 1 Ct unit and 99% of the distribution sat below 2 

Ct units, ensuring that the distribution captures values distributed at or near the limit of detection. We did not 

estimate values for λ or the exponential rate because they were not of interest in this study; we simply needed to 

include them to account for some small probability mass that persisted near the limit of detection to allow for the 

possibility of false negatives.  

 

For the 86 samples that were not tested in the Yale laboratory, we included additional uncertainty in the observed 

Ct value by inflating σ(t), such that  

 

 

 



Here, σ(tilde) is a constant, ε is the standard deviation of the residuals from the linear fit between the initial test and 

the Yale laboratory test, and Iadj is an indicator variable that is 1 if the sample at time t was adjusted and 0 otherwise.  

 

We used a hierarchical structure to describe the distributions of ωp, ωr, and χ for each individual based on their 

respective population means μωp, μωr, and μχ and population standard deviations σωp, σωr, and σχ such that  

 

ωp ~ Normal(μωp, σωp) 

ωr ~ Normal(μωr, σωr) 

χ ~ Normal(μχ, σχ) 

 

We inferred separate population means (μ•) for symptomatic and asymptomatic individuals. We used a Hamiltonian 

Monte Carlo fitting procedure implemented in Stan (version 2.24) 7 and R (version 3.6.2)8 to estimate the individual-

level parameters ωp, ωr, χ, and tp as well as the population-level parameters σ(tilde), μωp, μωr, μχ, σωp, σωr, and σχ. We 

used the following priors:  

 

Hyperparameters: 

 

σ(tilde) ~ Cauchy(0, 5) [0, ∞] 

 

μωp ~ Normal(14/2, 14/6) [0, 14] 

μωr ~ Normal(30/2, 30/6) [0, 30] 

μχ ~ Normal(40/2, 40/6) [0, 40] 

 

σωp ~ Cauchy(0, 14/tan(π(0.95-0.5))) [0, ∞] 

σωr ~ Cauchy(0, 30/tan(π(0.95-0.5))) [0, ∞] 

σχ ~ Cauchy(0, 40/tan(π(0.95-0.5))) [0, ∞] 



 

Individual-level parameters: 

ωp ~ Νormal(μωp, σωp) [0,14] 

ωr ~ Normal(μωr, σωr) [0,30] 

χ ~ Normal(μχ, σχ) [0,40] 

tp ~ Normal(0, 2)  

 

The values in square brackets denote truncation bounds for the distributions. We chose a vague half-Cauchy prior 

with scale 5 for the observation variance σ(tilde). The priors for the population mean values (μ•) are normally-

distributed priors spanning the range of allowable values for that parameter; this prior is vague but expresses a mild 

preference for values near the center of the allowable range. The priors for the population standard deviations (σ•) 

are half Cauchy-distributed with scale chosen so that 90% of the distribution sits below the maximum value for that 

parameter; this prior is vague but expresses a mild preference for standard deviations close to 0.  

 

We ran four MCMC chains for 1,000 iterations each with a target average proposal acceptance probability of 0.99. 

The first half of each chain was discarded as the warm-up. The Gelman R-hat statistic was less than 1.1 for all 

parameters except for the tp and ωr associated with person ID 1370, as the posterior distributions for those parameters 

were multi-modal (see S11 Fig – S12 Fig). This indicates good overall mixing of the chains. There were fewer than 

10 divergent iterations (<0.1% of the transitions after warm-up), indicating good exploration of the parameter space.  

The posterior distributions for μχ, μωp, and μωr, estimated separately for symptomatic and asymptomatic individuals, 

are reported in Fig 3 (main text). We fit a second model that did not distinguish between symptomatic and 

asymptomatic individuals. The posterior distributions for these same parameters under this model are depicted in 

S8 Fig. The posterior distributions for the individual-level parameters ωp, ωr, and χ are depicted in S9 Fig – S11 

Fig, with 500 sampled trajectories from these posterior distributions for each individual depicted in S12 Fig. The 

overall combined posterior distributions for the individual-level parameters ωp, ωr, and χ are depicted in S13 Fig. 



We estimated the best-fit normal (for χ) and gamma (for ωp and ωr) distributions using the ‘fitdistrplus’ package 

implemented in R (version 3.6.2)8.  

 

Sensitivity analyses.  

To check the model’s robustness, we performed a variety of sensitivity analyses. First, we omitted the viral 

trajectory from individual 3047 since their trajectory consisted of a long series of high-Ct positive tests which might 

be better characterized as a persistent infection rather than an acute infection. Second, we reduced the assumed PCR 

sensitivity (1–false negative rate) from 0.99 to 0.95. Third, we removed the upper-bound constraints on the 

proliferation and clearance durations. Fourth, we re-fit the model using “low” prior distributions for the proliferation 

and clearance distributions that had mean 14/4=3.5 days and 30/4=7.5 days respectively (same prior standard 

deviations). Fifth, we re-fit the model using “high” prior distributions for the proliferation and clearance distribution 

that had mean 14*3/4=10.5 days and 30*3/4=22.5 days respectively (same prior standard deviation). The posterior 

means and 95% credible intervals are listed in S2 Table – S6 Table. The posterior means and credible intervals are 

consistent throughout. For the final two scenarios, the “low” and “high” priors shift the posterior means for the 

proliferation and clearance times down and up, respectively, especially for the symptomatic group which had fewer 

samples. Still, the overall findings of a consistent proliferation stage length and a somewhat longer clearance stage 

remain consistent.  

 

Converting Ct values to viral genome equivalents. 

CT values were fitted to a standard curve in order to convert Ct value data to RNA copies or genome equivalents 

(GE). Synthetic T7 RNA transcripts corresponding to a 1,363 b.p. segment of the SARS-CoV-2 nucleocapsid gene 

were serially diluted from 106-100 GE/μl in duplicate to generate a standard curve9 (S1 Table). The average Ct 

value for each dilution was used to calculate the slope (-3.60971) and intercept (40.93733) of the linear regression 

of Ct on log-10 transformed standard RNA concentration, and Ct values from subsequent RT-qPCR runs were 

converted to GE using the following equation: 

 



 

 

Here, [RNA] represents the RNA concentration in GE/ml. The log10(250) term accounts for the extraction (300 μl) 

and elution (75 μl) volumes associated with processing the clinical samples as well as the 1,000 μl/ml unit 

conversion.  

 

Inferring the stage of infection using single and paired Ct values 

To determine whether individual or paired Ct values can reveal a patient’s stage of infection, we measured the 

frequency with which a Ct value falling within a 5-unit band, possibly followed by a second Ct value of higher or 

lower magnitude, was associated with the proliferation stage, the clearance stage, or the persistent stage. First, we 

assigned to each positive test the probability that it was collected during each of the three stages of infection. To do 

so, we began with the positive samples from the 46 individuals with acute infections and calculated the frequency 

with which each sample sat within the proliferation stage, the clearance stage, or the persistent stage (i.e., neither 

the proliferation nor the clearance stage) across 10,000 posterior parameter draws for that person. For the remaining 

22 individuals, all positive samples were assigned to the persistent stage. Next, we calculated the probability that a 

Ct value falling within a 5-unit window corresponded to an active infection (i.e., either the proliferation or the 

clearance stage) by summing the proliferation and clearance probabilities for all positive samples with that window 

and dividing by the total number of positive samples in the window. We considered windows with midpoints 

spanning from Ct = 37.5 to Ct = 15.5 (Fig 4A). We performed a similar calculation to determine the probability 

that a Ct falling within a given 5-unit window corresponded to just the proliferation phase, assuming it had already 

been determined that the sample fell within an active infection (Fig 4B). Finally, to assess the information gained 

by conducting a second test within two days of an initial positive, we collected all positive samples with a 

subsequent sample (positive or negative) that was taken within two days and repeated the above calculations, 

separating by whether the second test had a higher or lower Ct than the first.  

 

Calculating effective sensitivity. 

log10([RNA]) = (Ct� 40.93733)/(�3.60971) + log10(250)



The sensitivity of a test is defined as the probability that the test correctly identifies an individual who is positive 

for some criterion of interest. For clinical SARS-CoV-2 tests, the criterion of interest is current infection with 

SARS-CoV-2. However, for the time-to-event analysis presented in the main text, the criterion of interest is 

infectiousness at some point in the future. The effective sensitivity of a test (with respect to future infectiousness) 

may differ substantially from its clinical sensitivity (with respect to current infection).  

 

The effective sensitivity of a test intended to detect future infectiousness depends on the test’s characteristics (its 

limit of detection and sampling error rate) as well as the viral dynamics of infected individuals. To determine the 

effective sensitivity of a test n hours before an event, we first sampled 1,000 posterior draws for the proliferation 

time, clearance time, and peak Ct value from the MCMC fits to the viral trajectory data. We included only draws 

with a peak Ct ≤ 30, as we assumed Ct = 30 to be the threshold of infectiousness (individuals with a peak Ct > 30 

would never be infectious according to this threshold and therefore would never satisfy the criterion of interest, i.e., 

infectiousness at the event). We trivially defined the event’s start time to be t = 0 and assumed that the event lasted 

for 3 hours. For each of the 1,000 individuals, we identified the range of possible onset times for the proliferation 

stage that would ensure the person would be infectious (Ct < 30) at some point during the event. We uniform-

randomly drew a proliferation onset time from this range for each individual. We then simulated a test at time –n. 

Any individuals with Ct greater than the test’s limit of detection at time –n went undetected. Any individuals with 

Ct less than the test’s limit of detection at time –n were detected with probability (1-sampling error). The effective 

sensitivity was calculated as the number of individuals successfully detected divided by the total number of 

individuals who could have been detected (1,000). We repeated this calculation for 1-hour increments through 3 

days prior to the event. We considered two tests, one with a limit of detection at 40 Ct and a sampling error of 1% 

(analogous to RT-qPCR) and one with a limit of detection at 35 Ct and a sampling error of 5% (analogous to a rapid 

antigen test). See also the schematic diagram in S7a Fig. 

 

To calculate the expected number of individuals who might attend an event while infectious given a test n hours 

before the event, we simulated 1,000 events. To do so, we again drew 1,000 individual-level viral concentration 



trajectories from the fitted model and drew proliferation onset times according to a random uniform distribution 

from the range of possible times that would allow for the person to have detectable virus (Ct < 40) during the 

gathering. Note that this differs from the effective sensitivity calculation, where we required individuals to be 

infectious (not just detectable) at the time of the event. This way, an infectiousness threshold at an extremely high 

viral concentration (e.g., Ct = 10) would lead to very few infectious attendees, since few viral trajectories reach 

such low Ct values. This aligns with intuitive notions of prevalence of infection (number of detectable infections in 

the population) vs. prevalence of infectiousness (number of individuals capable of infecting others, which is 

expected to be lower). We counted the number of people who would have been infectious at the gathering (a) in the 

absence of testing and (b) given a test administered between 0 and 3 days prior to the gathering. We considered 

infectiousness thresholds of Ct = 30 (main analysis), Ct = 35, and Ct = 20 (S18 Fig). When the infectiousness 

threshold is at higher viral concentrations (Ct = 20), the expected number of infectious attendees is smaller, since 

fewer trajectories surpass the viral concentration needed for infectiousness. The effective sensitivity also declines 

more quickly with testing delays when the infectiousness threshold is high (S18 Fig). This is attributable to the 

wider range of possible proliferation onset times given a low infectiousness threshold vs. a high infectiousness 

threshold (see S19 Fig).  

 

The online calculator differs slightly from the above procedure. Rather than drawing directly from the posterior 

distributions for the MCMC fits, the calculator allows the user to input different values specifying the population 

distribution of proliferation times, clearance times, and peak Ct values. The proliferation times and clearance times 

are described by independent Gamma distributions with user-input mean and standard deviation. The peak Ct values 

are defined by independent normal distributions with user-input mean and standard deviation, truncated to ensure 

that the values lie between 0 and 40 Ct. The default values align with the best-fit values for the respective Gamma 

and normal distributions reported in the caption of S13 Fig. The effective sensitivity values and expected number 

of infectious attendees therefore differ slightly from the values reported in the main text due to these distributional 

approximations and the fact that the values are drawn independently (in the posterior draws, there is some 



correlation between the parameters). Still, the calculations align closely and allow for greater flexibility in allowing 

the user to update the viral trajectory parameters to reflect different populations.  
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