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SUPPLEMENTARY NOTE 1: INTERACTION
PICTURE

The Hamiltonian in Eq. (1) in the main text does
not commute with spatial translations because of the
tilted field. However, due to the gauge covariance of
the Schrödinger equation, we can transform from the
Schrödinger picture to the interaction picture, where the
Hamiltonian becomes translational invariant and time-
periodic [1, 2]. We apply a unitary transformation

T̂ (t) ≡ eitĤ0 with Ĥ0 =
∑
σ ∆σ

∑
i in̂i,σ according to

(we set ~ = 1 in the following)

ĤI(t) = T̂ (t)ĤT̂ †(t)− iT̂ (t)∂tT̂
†(t), (1)

with

ĤI(t) =− J
∑
i,σ

(
e−i∆σtĉ†i,σ ĉi+1,σ + h.c.

)
(2)

+ U
∑
i

n̂i,↑n̂i,↓,

which for incommensurate ∆↑ 6= ∆↓ gives rise to a quasi-
periodic Hamiltonian [3]. Since density operators are

gauge invariant n̂i,I(t) = T̂ (t)n̂iT̂
†(t) = n̂i, we can study

the evolution and long-time value of the imbalance in the
interaction picture, starting from the experimentally pre-
pared charge-density wave (CDW) configuration without
requiring an additional change of frame. We emphasize
that the Hamiltonian in the interaction picture [Supple-
mentary Eq. (2)] explicitly commutes with lattice trans-
lations, is well-defined in the thermodynamic limit [2, 4]
and avoids the superextensive-scaling contribution of the
potential energy to the total energy of the system.

For ∆↑ = ∆↓ ≡ ∆, the interacting Hamiltonian [Sup-
plementary Eq. (2)] can be understood as a periodically-
driven system [5–7]. For generic ergodic Hamiltonians,
we expect the system to heat up to infinite temperature



2

in the intermediate driving-frequency regime, which we
probe in the experiment as a consequence of the energy
absorption from the external drive [8, 9]. Therefore, we
anticipate the density distribution to become homoge-
neous and the imbalance to decay to zero at infinite times.
In order to give a lower bound on this heating timescale,
we can make use of the rigorous theory of prethermaliza-
tion for periodic [8, 10–13] or quasi-periodic Hamiltoni-
ans (for ∆↑ 6= ∆↓) [3] in the large tilt ∆� J regime [14].

This predicts a heating timescale τ∗ ∼ τec∆/µ for the
former, where c is a numerical constant of order one and
µ ∼ (J + U). However, for the tilts employed in the ex-
periment ∆ ∼ 3J , this lower bound is far from the exper-
imentally observed non-ergodicity until times t ∼ 1000τ .

SUPPLEMENTARY NOTE 2: DYNAMICAL
SYMMETRY

According to the theorem proven in Ref. [15] (Supple-
mentary material section SD), the Fermi-Hubbard model
exhibits a dynamical symmetry between repulsive and
attractive interactions for any observable, which is in-
variant under both time-reversal and π-boost B̂Q =

eiπ
∑
i,σ in̂i,σ , when considering initial states, that are

time reversal invariant and only acquire a global phase
under the π-boost transformation. While our interaction
scans in the main text are consistent with this symme-
try, the assumptions are not valid in the presence of a
tilt. We can, however, generalize these assumptions and
show that the dynamical symmetry holds for our system
as well. Under a spatial inversion P̂, i.e. sending i→ −i
with respect to the center of a finite chain with length L,
the tilted potential of the Hamiltonian changes sign

Ĥ(U,∆↑,∆↓)
P̂→ Ĥ(U,−∆↑,−∆↓) . (3)

Using the π-boost B̂Q together with the inversion P̂

P̂B̂QĤ(U,∆↑,∆↓)B̂
†
QP̂† = −Ĥ(−U,∆↑,∆↓) (4)

an equation similar to Supplementary Eq. (S11) in [15]
can be obtained. The experimental observable is the

spin-resolved imbalance Îσ =
∑L

2

i=−L2
(−1)in̂i,σ, which

is invariant under inversion Îσ P̂→ Îσ and π-boost Îσ B̂Q→
Îσ, but breaks time-reversal symmetry T̂ . This symme-
try is violated, because the spin degrees of freedom of the
density operator n̂i,σ are exchanged.

Assuming that ∆↑ = ∆↓, the Hamiltonian has an addi-
tional SU(2) spin symmetry and is invariant under spin-

rotations around Ŝx =
∑
β,γ=↑,↓ 1/2ĉ†βσ

x
βγ ĉγ , where σxβγ

are the matrix elements of the Pauli matrix. The local
observable n̂i,σ is invariant under the product of time re-

versal T̂ and π-rotations around x, and thus we obtain
for the time-evolved imbalance operator Îσ(U,∆↑,∆↓)

P̂B̂Qe−iπŜ
x T̂ Îσ(U,∆↑,∆↓)(t)T̂

−1eiπŜ
x

B̂†QP̂† =

Îσ(−U,∆↑,∆↓)(t).
(5)

As long as ∆↓ −∆↑ is sufficiently small, an approximate
dynamical symmetry is present for our observable.

We next focus on the required symmetries of the ini-
tial state. For all experiments, we consider initial states
that are an incoherent sum within the zero magnetiza-
tion sector (thus N↑ = N↓) with density matrix ρ̂ =
1
N
∑
{σ}|

∑
i σi=0 |ψ0({σ})〉 〈ψ0({σ})|, where each product

state |ψ0({σ})〉, is given by a CDW of singlons. The
sum runs over all possible permutations {σ} of the spins
within the zero magnetization sector. Under the com-
bined action of time reversal and π-rotation around x,
this state is left invariant up to a global phase. This is
also the case for the π-boost B̂Q. Moreover under spa-

tial inversion P̂ a configuration {σi} is mapped onto an-
other one {σ′i} appearing in the mixed state ρ̂ with equal

weight. Thus, the mixed state is also invariant under P̂.
In conclusion, we find for our initial states

Iσ(U,∆↑,∆↓)(t) = Iσ(−U,∆↑,∆↓)(t). (6)

Note that this dynamical symmetry is weakly broken by
experimental imperfections such as the harmonic confine-
ment (see Supplementary Note 9) and varying onsite-
interaction strength (see Supplementary Note 10).

SUPPLEMENTARY NOTE 3: EFFECTIVE
HAMILTONIANS

In this section we analytically derive several effec-
tive Hamiltonians, starting from the clean tilted Fermi-
Hubbard model without harmonic confinement and with-
out spin-dependent tilt, described by the Hamiltonian

ĤtFH =− J
∑
i,σ

(
ĉ†i,σ ĉi+1,σ + h.c.

)
+ U

∑
i

n̂i,↑n̂i,↓ (7)

+ ∆
∑
i,σ

in̂i,σ .

In particular we will derive effective Hamiltonians corre-
sponding to: (1) large tilt ∆ � J, |U |, (2) large interac-
tion |U | � J,∆ and (3) the resonant regime |U | ' 2∆.

Large tilt limit: dipole conservation

Here, we focus on the parameter regime ∆ � |U | , J
and derive an effective Hamiltonian using the high-
frequency expansion (HFE) in the interaction picture.
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The Hamiltonian in the interaction picture is time-
periodic ĤI(t+ 2π

∆ ) = ĤI(t). According to Floquet the-

ory [6, 7] the unitary evolution generated by ĤI(t) can
be written as

ÛI(t, t0) = e−iK̂eff(t)e−i(t−t0)ĤeffeiK̂eff(t0), (8)

with a time-independent Floquet-gauge invariant Hamil-
tonian Ĥeff and a gauge-dependent and time-periodic
kick operator K̂eff(t). It has been noticed that the first
orders in the perturbative Schrieffer-Wolff (SW) transfor-
mation approach for static Hamiltonians (see e.g., [16]),
coincide with those in the HFE in the interaction pic-
ture (which provides the gauge-invariant effective Hamil-
tonian) [7, 17], with the SW generator given by the kick
operators. Following this approach, we obtain the ef-
fective Hamiltonian as a Floquet expansion in powers of

1/∆ with Ĥeff =
∑
n Ĥ

(n)
eff and K̂eff(t) =

∑
n K̂

(n)
eff (t). Up

to third order the effective Hamiltonian is [5–7, 18]:

Ĥdip
eff =J (3)T̂3 + 2J (3)T̂XY + U

(
1− 4J2

∆2

)∑
i

n̂i,↑n̂i,↓

+ 2J (3)
∑
i,σ

n̂i,σn̂i+1,σ̄, (9)

up to constant terms, where σ̄ = {↓, ↑} indicates the

respective opposite spin of σ = {↑, ↓}, J (3) = J2U
∆2 and

T̂3 =
∑
i,σ

ĉi,σ ĉ
†
i+1,σ ĉ

†
i+1,σ̄ ĉi+2,σ̄ + h.c., (10)

T̂XY =
∑
i,σ

ĉ†i,σ̄ ĉi+1,σ̄ ĉ
†
i+1,σ ĉi,σ. (11)

The kick-operator to third order is expressed as

K̂eff(t) =− i J
∆

∑
i,σ

(
ĉ†i,σe

−it∆ĉi+1,σ − h.c.
)

− iJU
∆2

∑
i,σ

(
n̂i+1,σ̄ − n̂i,σ̄

)
×

(
ĉ†i,σe

−it∆ĉi+1,σ − h.c.
)

(12)

and the time-evolution operator is approximated as

ÛI(t, t0) ≈ e−iK̂eff(t)e−i(t−t0)ĤeffeiK̂eff(t0). (13)

Rotating back to the Schrödinger picture, we find

Û(t, t0) =e−itĤ0ÛI(t, t0)eit0Ĥ0

≈ e−Ŝe−i(t−t0)
(
Ĥeff+Ĥ0

)
eŜ , (14)

where we have used the fact that [Ĥeff, Ĥ0] = 0 and that

e−itĤ0K̂eff(t)eitĤ0 = K̂eff(0) [17], namely the product on

the left hand side does not depend on time. Therefore,
the Hamiltonian in the large-tilt limit can be approxi-
mated (up to higher-order terms) via

Ĥ ≈ e−Ŝ
(
Ĥeff + Ĥ0

)
eŜ , (15)

taking the form of a perturbative SW transformation
at third order in J/∆, with the SW generator given by

Ŝ = iK̂eff(0). We have thus obtained an effective Hamil-
tonian which conserves the dipole moment (or center

of mass
∑
i,σ in̂i,σ), with T̂3 in Supplementary Eq. (10)

the strongly-fragmented dipole-conserving Hamiltonian
studied in [19, 20], up to additional spin degrees of free-
dom. The fact that the hopping rate J (3) is proportional
to the interaction strength highlights that interactions
are necessary to generate dipole-conserving processes [21]
(pure off-diagonal non-interacting contributions destruc-
tively interfere at any order). J (3) agrees with the two

particle picture [21] yielding Jeff ∝ UJ2

∆2−U2 with |U | � ∆.
For CDW initial states of singlons, the connected dy-
namical sector K only represents a vanishing fraction of
the whole (effective) symmetry sector S, thus severely
restricting the dynamics of the system. The dipole-
conserving processes in general involve the generation
of doublons. This is, however, penalized by the Fermi-
Hubbard on-site interaction in Supplementary Eq. (9)
and therefore, we expect a slowing down of the dipole-
conserving dynamics (see Supplementary Note 5). The

additional spin-exchange T̂XY increases the connectivity,
but cannot fully connect the whole dipole symmetry sec-
tor and the system remains fragmented.

Large interaction limit

We study the limit |U | � J,∆ with
∣∣|U | − n∆

∣∣ 6= 0
for any n ∈ N to avoid possible resonances [11]. In this
limit, the number of doublons Ndoub is effectively con-
served up to times that scale exponentially in the inter-
action strength U [22, 23]. Dealing with initial singlon
configurations, we have Ndoub = 0 and assume a negligi-
ble fraction of dynamically-generated doublons after the
quench. In this limit, the effective Hamiltonian provides
non-trivial dynamics at first order in perturbation theory

ĤU
eff =− J

∑
i,σ

[
(1− n̂i,σ̄)ĉ†i,σ ĉi+1,σ(1− n̂i+1,σ̄) + h.c.

]
+ ∆

∑
i,σ

in̂i,σ. (16)

Note that the dynamics generated by this Hamiltonian
conserves the configuration of spins |{σ1, . . . , σN}〉, with
σi = {↑, ↓} and the total particle number N . The
last term in Supplementary Eq. (16) equally couples
to both spin degrees of freedom and the many-body
states expressed in the particle-number basis factor-
ize in terms of N free Wannier-Stark localized spinless
fermions with many-body wave function |{i1, . . . , iN}〉,
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with ii ∈ {−L2 , . . . , 0, . . . , L2 } and fixed spin configuration
|{σ1, . . . , σN}〉 [24]. As a result the effective Hamiltonian
[Supplementary Eq. (16)] takes the form

ĤU
eff = −J

∑
i

(
ĉ†i ĉi+1 + h.c.

)
+ ∆

∑
i

in̂i. (17)

This has to be compared with the non-interacting Hamil-
tonian in Supplementary Eq. (??) for N = N↑ + N↓
spinful fermions, which for a one-body observable like
the imbalance gives exactly the same result. Higher-
order terms at finite U do not conserve the spin con-
figuration |{σ1, . . . , σN}〉. The leading terms in second-
order perturbation are spin-exchange and longer-range
hopping terms, as well as nearest-neighbors interactions
−2J2/U

∑
i,σ n̂i,σn̂i+1,σ̄, which lead to an interaction-

induced decay of the imbalance to lower values com-
pared to the non-interacting case at sufficiently long
times (t ∼ U/J2).

The experimental setup has a weak spin-dependent tilt
(∆↓ − ∆↑ ≈ 0.3J < J), hence, the previous discussion
provides a good approximation for sufficiently strong U .
Only in the limit ∆↓ − ∆↑ > J , the effective Hamil-
tonian in Supplementary Eq. (16) does not map onto
spinless fermions, because it depends on the spin config-
uration. This implies that the non-quadratic interaction
terms, appearing in the hopping, have to be taken into
account. This corresponds to two Stark ladders with dif-
ferent slopes constraining the mobility within each other.

Resonant regime |U | ' 2∆

The singlon CDW structure of the initial states makes
the resonance |U | ' 2∆ more prominent in the dy-
namics than the one at |U | = ∆, where any hop-
ping process from the initial state would require an en-
ergy ∆. Consider the family of states for which Ĥ0 =
∆
∑
i,σ in̂i,σ + 2∆

∑
i n̂i,↑n̂i,↓ takes the same value. This

defines a subspace, within which an effective Hamiltonian
Ĥeff with [Ĥ0, Ĥeff] = 0 can be obtained as an expansion
in λ = J/∆. Such Hamiltonian can either independently
conserve the dipole moment and the number of doublons
or the sum of the two. Using a Schrieffer-Wolf unitary

transformation eλŜ [16, 22, 25] with Ŝ =
∑
n=0 λ

nŜn up
to an optimal order n∗, we can generate order-by-order
an effective local Hamiltonian that is “close” to a block
diagonal form with respect to Ĥ0

eλŜn≤n∗ Ĥe−λŜn≤n∗ = Ĥ
(n∗)
eff + V̂n≥n∗ , (18)

where [Ĥ0, V̂n≥n∗ ] 6= 0 with V̂n≥n∗ exponentially small
in 1/λ [12, 13, 22]. In particular, we obtain the explicit
form of the effective Hamiltonian to second order in λ:

Ĥres
eff =Ĥ0 +

8J2

3∆

∑
i

n̂i,↑n̂i,↓ −
4J2

3∆
T̂XY +

4J2

3∆
ĤD

+
J2

∆
T̂1 −

2J2

∆
T̂2 +

2J2

3∆
T̂D3 ,

(19)

with

T̂1 =
∑
i,σ

(1− n̂i+2,σ̄)(1− 2n̂i+1,σ̄)n̂i,σ̄ ĉ
†
i,σ ĉi+2,σ + h.c.,

T̂2 =
∑
i,σ

(1− n̂i+2,σ̄)n̂i,σc
†
i,σ̄ ĉi+1,σ̄ ĉ

†
i+1,σ ĉi+2,σ + h.c.,

T̂D3 =
∑
i,σ

(n̂i,σ − n̂i+2,σ̄)2(1− 2(n̂i+2,σ̄ − n̂i,σ))

× ĉi,σ̄ ĉ†i+1,σ̄ ĉ
†
i+1,σ ĉi+2,σ + h.c.

ĤD = −2
∑
i

n̂i,↑n̂i,↓(n̂i+1 − n̂i−1)−
∑
i,σ

n̂i,σn̂i+1,σ̄.

(20)

The first term in the expansion of the SW generator Ŝ =∑
λnŜn takes the form

Ŝ0 =
∑
i,σ

(
1−2n̂i,σ̄−

2

3
n̂i+1,σ̄+

8

3
n̂i,σ̄n̂i+1,σ̄

)
ĉ†i+1,σ ĉi,σ−h.c..

(21)

Similar to the Hamiltonian Ĥdip
eff [Supplementary Eq. (9)],

Ĥres
eff involves a “dressed” T̂D3 term conserving both the

dipole moment and the number of doublons indepen-
dently, giving rise to doublon-assisted dipole conserving
processes. This is the diagonal part of T̂3 commuting
with N̂doub.

SUPPLEMENTARY NOTE 4: FRAGMENTATION
IN THE RESONANT REGIME |U | ' 2∆

Here, we study the effective Hamiltonian Ĥres
eff in the

resonant regime [Supplementary Eq. (19)] regarding both
its diagonal and off-diagonal terms in the number basis.
While the diagonal terms cause a renormalized Fermi-
Hubbard interaction and a shifted resonance, the off-
diagonal terms result in a connectivity of the initial prod-
uct states with other number basis states, causing strong
fragmentation and a finite steady-state imbalance.

Renormalized Fermi-Hubbard interaction

The diagonal terms of the effective Hamiltonian in
Supplementary Eq. (19) add long-range interactions and
renormalize the Fermi-Hubbard interaction such that
the resonant point is shifted for finite λ according to

U+ 8J2

3∆ +O(J
2

∆ ) = 2∆ and the overall resonance is broad-
ened. We numerically identify the resonance for large tilt
∆ = 10J (Supplementary Fig. 1a) and intermediate tilt
∆ = 3J (Supplementary Fig. 1b) using different system
sizes L = 9, 11, 13, 15 probing the time-averaged imbal-

ance Ī(T ) ≡ 1
T

∫ T
0
dt I(t). Supplementary Fig. 1 depicts

a sharp resonance at strong tilt, while a rather broad fea-
ture is present at intermediate tilt. Away from |U | ' 2∆
in the large U regime, we find that the system is Wannier-
Stark localized. For both regimes, the numerical results
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Supplementary Figure 1. Identification of the resonance
|U | ' 2∆. ED calculation of the time-averaged imbalance

I = 1/T
∫ T

0
Idt for system sizes L = 9, 11, 13, 15 with in-

creasing opacity and T = 1000τ . We use ∆↑ = ∆↓. The
horizontal dashed line shows the analytical value J0(4J/∆)2

in the non-interacting case (U = 0) in the limit T → ∞.
The vertical black dashed line indicates the resonant point,
including the second order correction Ures = 2∆− 8J2/(3∆).
a Time-averaged imbalance for ∆ = 3J . Close to the min-
imum, we use a uniform grid with spacing δU = 0.25J and
identify the lowest imbalance at U = 4.75J (blue dashed line).
b Time-averaged imbalance for ∆ = 10J . Close to the min-
imum we use a grid with steps δU = 0.01J , allowing us to
locate the minimum at U = 19.85J (blue dashed line).

are consistent with the analytic prediction for the shifted
resonance to second order even after 1000τ , as shown in
Fig. 3e in the main text.

Strong Fragmentation

The off-diagonal terms of the effective Hamiltonian in
Supplementary Eq. (19) consist of three different kinds

of correlated hoppings T̂1, T̂2, T̂
D
3 (see Fig. 4d in the

main text) and all hopping rates scale as J2/∆. Since

[Ĥres
eff , Ĥ0] = 0, Ĥ0 becomes a new global quantum num-

ber fixed by the initial configuration, i.e. the linear com-
bination of the dipole moment and the number of dou-
blons is perturbatively conserved. Generically, after fix-
ing this new global quantum number, the corresponding
symmetry sector S is fully connected by the action of the
effective Hamiltonian and the Krylov subspace, hosting
the initial state, agrees with the global symmetry sec-
tor S. In contrast, we realize that this is not the case
for the effective Hamiltonian in Supplementary Eq. (19).
Here, the symmetry sector decomposes into exponentially
many disconnected fragments Kres and the initial state
remains trapped within such a fragment without explor-
ing the whole symmetry sector.

For the subsequent analysis, we use a Néel-ordered
CDW initial state, expected to show the strongest in-
teraction effects and fastest dynamics. The correlated
hoppings T̂1, T̂2, T̂

D
3 of the effective Hamiltonian connect

0.00 0.03 0.06 0.09 0.12
1/L

0.0

0.2

0.4

0.6

0.8

I 

Ieff

I
ρdiag

β=0

8 12 16 20

 System size L

10 4

10 3

10 2

10 1

Cre
s

a b

Supplementary Figure 2. Imbalance in the large tilt limit
∆ = 10J. a Finite size scaling of the long-time value of
the imbalance calculated with the effective Hamiltonian in
Supplementary Eq.(19) using a time-averaged imbalance with
T = 3000τ (Ieff), a diagonal ensemble ansatz (ρ̂diag) and
an infinite temperature prediction (β = 0). Additionally,
the original Hamiltonian in Supplementary Eq. (7) is used
to compare to the time-averaged imbalance calculated with
T = 1000τ (I). All ED calculations were done with a Néel-
ordered CDW initial state. b System size scaling of the con-
nectivity Cres of the fragment Kres, capturing the Néel-ordered
CDW initial state within the full Hilbert space H, restricted
to quarter filling and zero magnetization.

the initial state with a set of states defining the fragment
Kres. Similarly to the finite-time connectivity Cε of the
numerical fragment (Fig. 1, Fig. 4 in the main text), we
define the connectivity Cres = dim(Kres)/dim(H) as the
ratio between the dimension of the fragment dim(Kres)
and the Hilbert space dim(H), which is restricted to quar-
ter filling and zero magnetization. Experimentally, we do
not realize Néel-ordered CDW states, but the connectiv-
ity of our initial state with random CDW spin-sector is
the same as for the Néel-ordered CDW state. In Sup-
plementary Fig.2b, we show the system size scaling of
the connectivity and find that it vanishes exponentially
in the thermodynamics limit as expected in the regime
of strong fragmentation (The same scaling holds for the
connectivity of the fragment within the symmetry sector
S.) [19, 20, 26, 27].

In Supplementary Fig. 2a we analyze the system size
scaling of both the infinite temperature (within the frag-
ment containing the initial state) and diagonal ensemble
predictions for the imbalance, obtaining a positive re-
sult in both cases for system sizes L = 9, 11, 13, 15, 17, 19
with no clear convergence towards zero imbalance in the
thermodynamic limit. The scaling of the infinite tem-
perature prediction suggests a finite value even in this
limit. This apparent finite imbalance for Ĥres

eff could be
interpreted as follows: Given an initial state that breaks
even-odd sublattice symmetry, most dynamical processes
in Supplementary Eq.(19), except those generated by

T̂D3 , do only transport particles in one of the sublattices.
Thus, most states within the fragment have positive im-
balance in agreement with the positive infinite tempera-
ture value. This explanation is in line with the observed
ergodicity-breaking in dipole-conserving systems, where
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Supplementary Figure 3. Numerical fragment Nε. Both
figures use U = 5J and ∆↓ = ∆↑ = 3J . a Imbalance time
traces calculated with different sets of states Nε and ED for
U = 5J and ∆ = 3J . I↓avg is calculated using a cumulative
sum to reduce fluctuations; L = 11. b Contribution of the
set of states |n〉 in the numerical fragments Nε(Kres) and N10

and the fragment Kres to the time-evolved initial state |ψ(t)〉.
TN = 100τ (dashed line).

a finite value of the autocorrelation was observed even at
infinite temperatures [19].

In Supplementary Fig. 2a, simulations with the exact
Hamiltonian ĤtFH [Supplementary Eq. (7)] for ∆ = 10J ,
U = 19.85J agree well with the results of the effective
Hamiltonian [Supplementary Eq. (19)] even up to re-
markably long times T ∼ 103τ . Consistent with a pertur-
bative expansion in λ, which neglects higher order terms
in the effective Hamiltonian, it yields a systematically
larger imbalance compared to the original Hamiltonian.
Since the conservation law, i.e. the linear combination
of the dipole moment and the number of doublons, only
holds perturbatively, one would expect that it is valid
only up to a certain timescale.

Numerical fragment Nε versus fragment Kres

In Supplementary Fig. 3a, we investigate how well the
imbalance can be captured, when using only the states
within the numerical fragment. These states correspond
to a small fraction compared to the states within the full
Hilbert space and this fraction was found to vanish in
the thermodynamic limit (Fig ??b). We show imbalance
time traces, calculated with a cumulative sum to reduce
fluctuations and compare traces with different cut-off val-
ues ε to the exact numerical result, which we obtained
with ED. We find that for U = 5J and ∆ = 3J , already
with a cut-off ε = 1% we can reproduce the exact result
well, larger cut-off values result in a deviation, which be-
comes more pronounced at later times. In Supplementary
Fig. 3b the overlap of the states |n〉 in different numeri-
cal fragments and in the Krylov subspace Kres with the
time evolved initial state |ψ(t)〉 is analyzed by calculat-
ing

∑
n | 〈n|ψ(t)〉 |2. While the overlap in our parameter

regime is poorly captured by the states in the Krylov sub-
space Kres (as expected because these states best describe

the time evolution only in the limit |U | = 2∆ � J), we
can find the proper states by choosing a small enough
ε. For N1 we get

∑
n | 〈n|ψ(t)〉 |2 ≈ 1, which shows a

very weak decay even up to t = 104τ . Note that it is
crucial to choose enough states for the numerical frag-
ment. If we choose the same number of states as used
in the Krylov subspace Kres for the numerical fragment
Nε(Kres), we cannot capture the time evolved initial state
|ψ(t)〉 well.

SUPPLEMENTARY NOTE 5: CONSTRAINED
DYNAMICS IN THE PRESENCE OF HIGHER

ORDER TERMS AND ON-SITE INTERACTIONS

Dynamics caused by fragmentation is captured by ef-
fective Hamiltonians and is therefore a transient phe-
nomenon. The perturbative derivation of the effec-
tive Hamiltonian neglects higher-order terms which are
known to eventually couple different fragments and sym-
metry sectors, such that the dynamics no longer solely
occur within a certain fragment. Estimating the time
scales, which capture the dynamics caused due to frag-
mentation, requires a detailed analysis of both the diag-
onal and off-diagonal terms of the effective Hamiltonian.
Note that the off-diagonal term T̂3, occurring at a rate

J (3) = J2U
∆2 in the dipole conserving limit (∆/J → ∞,

Supplementary Eq. (9)), requires the production of dou-
blons. Creating a doublon is, however, penalized by the
diagonal Fermi-Hubbard interaction with strength ∼ U .
Therefore, an initial state consisting of a CDW of sin-
glons without doublons remains frozen for exponentially

long times t ≥ ec(∆/J)2 , analogously to the stability of
doublons in the repulsive Fermi-Hubbard model in the
U � J regime [8, 23]. This effectively gives rise to a
fragmentation not only due to the conservation law of the
respective effective Hamiltonian, but additionally due to
the conservation of the doublon number [27]. A simi-
lar argument can be made for the time scale on which
higher-order off-diagonal terms, coupling different frag-
ments, become effective and eventually destroy fragmen-
tation. We will give a brief outline here for the dipole
conserving limit, where higher order terms are easier to
capture. These terms add longer-range processes to the
effective Hamiltonian and in general order-n terms gen-
erate longer range-n processes whose effective hopping
rate scales as J (n) ∼ J2kUn−2k/∆n−1 for some k. Any
even order vanishes due to destructive interference: For
every process started by a particle hopping to the left,
there exists another process with a particle hopping to
the right, thus contributing with opposite signs. The
hopping rate of the next non-vanishing fifth-order scales
as J (5) ∼ J4U/∆4.

Using a qualitative Kato-Bloch perturbative approach
[28, 29], which is easier to handle than a Schrieffer-
Wolf transformation or a Floquet expansion [30] for
higher-order terms, two terms emerge at fifth order
in the dipole conserving limit: a 5-local Hamiltonian
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Supplementary Figure 4. Role of higher-order diagonal
and off-diagonal terms. ED calculation of the imbalance
for the Hamiltonian Ĥ = J(3)

(
T̂3 + T̂XY

)
+ J(5)

(
T̂4 + T̂5

)
+

UN̂doub. a Imbalance for J(5) = J(3), U = 0 (blue), J(5) =

J(3), U = 9J(3) (red), and J(5) = J(3)/9, U = 9J(3) (green)
for system size L = 15. b Finite size scaling of the imbalance
for J(5) = J(3), U = 0 (left) and for J(5) = J(3), U = 9J(3)

(right). In both cases, we use L = 11, 13, 15 and increasing
opacity corresponds to increasing system size.

T̂5 =
∑
i,σ

(
ĉi,σ ĉ

†
i+2,σ ĉ

†
i+2,σ̄ ĉi+4,σ̄ + h.c.

)
, with two op-

posite spins hopping to an intermediate site, requiring
the creation of a doublon in the central site. A 4-local
term T̂4 similar to the Ĥ4 Hamiltonian studied in [19]

T̂4 =
∑
i,σ

(
ĉi,σ ĉ

†
i+1,σ ĉ

†
i+2,σ̄ ĉi+3,σ̄ + h.c.

)
, which popu-

lates nearby sites with opposite spin, thus interacting
via the nearest-neighbor interaction appearing at third
order. We now consider the time-evolution of an Néel-
ordered CDW initial state for system size L = 15 with the
toy model Hamiltonian Ĥ = J (3)

(
T̂3 + T̂XY

)
+J (5)

(
T̂4 +

T̂5

)
+ UN̂doub using J (3) = 1 as unit of energy. Here,

N̂doub measures the number of doublons. In Supplemen-
tary Fig. 4a we clearly observe an exponential decay of
the imbalance for J (3), J (5) ∼ O(1) and U = 0 in agree-
ment with the results in Refs. [19, 20]. The decay time
scale increases strikingly, when adding on-site interac-
tions such that J (3) = J (5) = 1, U = 9 corresponding to
a ratio U/J (3) = 9 in the perturbative expansion, which
is consistent with ∆ = 3J although the higher-order term
is still unrealistically large (J (5) = J (3)).

A more realistic regime is captured with J (5) = J (3)/9
and U = 9 due to the perturbative scalings. Here, the im-
balance clearly stays finite on our time scales. Thus, the
energy penalty given by the on-site interaction has a dras-
tic effect on the decay of the imbalance caused by higher
order terms, slowing down the dynamics tremendously.

Supplementary Fig. 4b and Supplementary Fig. 4c show
a finite-size scaling in the regimes J (5) = J (3) with U = 0
and J (3) = J (5) with U = 9, clearly indicating that large
system sizes are necessary to capture the correct steady-
state imbalance.

Unlike the previous regime, at perfect resonance Ures =
2∆ � J , neither the lowest-order dynamical processes
generated by Ĥres

eff in Supplementary Eq. (19) nor in
general higher-order terms, are energetically suppressed.
Thus, at a time scale given by the fourth-order term
t ∝ ∆3/J4, fragmentation phenomena are expected to
breakdown with the result that imbalance decays. Note
that the third-order and in general any odd-order term
vanishes due to the CDW initial state, requiring an even
number of hoppings for a resonant exchange between tilt
and interaction energy. Locating such a resonant point
(at finite ∆) requires fine-tuning: every order in pertur-
bation theory gives a diagonal contribution renormalizing
the Fermi-Hubbard interaction. As numerically shown in
Supplementary Fig. 1a, this is even more subtle at lower
values of the tilt. In general, we expect a finite detuning
from the resonance, which can be comparable to higher-
order contributions, thus ’shielding’ the fragmentation of
the lowest order Hamiltonian and slowing down the dy-
namics.

SUPPLEMENTARY NOTE 6: SCALING
ANALYSIS OF THE STEADY-STATE

IMBALANCE AND THE ENTANGLEMENT
ENTROPY

Here, we study the system-size scaling of the long-time
dynamics in a clean system without spin-dependent tilt
and harmonic confinement for a large range of tilts: We
choose a weak tilt ∆ = 1J , an intermediate tilt ∆ = 3J
and a large tilt ∆ = 10J . We focus on the dynamics close
to the resonant point |U | ≈ 2∆, and consider an initial
Néel-ordered CDW state. This state has a symmetric
charge distribution with respect to the center site and
thus its dipole moment coincides with that of a homo-
geneous charge distribution. In Supplementary Fig. 5a
we show numerical simulations of the imbalance I up
to late times for different system sizes. In the large tilt
regime, we find a stable imbalance for all system sizes,
whereas the intermediate and weak tilt regime show an
imbalance decay. This decay is very weak in the inter-
mediate tilt regime and a conclusive answer on whether
and at what timescale the imbalance decays to zero can-
not be given. In contrast, the imbalance calculated with
the effective Hamiltonian Ĥres

eff [Supplementary Eq.(19),
Supplementary Eq. (14)] is stable (grey shaded trace in
Supplementary Fig. 5a), as expected due to the absence
of higher-order terms in the perturbative construction.
Additionally, we find that the imbalance weakly scales
down with system size. For small tilts, we clearly ob-
serve a decay of the imbalance to zero for large enough
system sizes.
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Supplementary Figure 5. Finite-size scaling analysis of imbalance, entanglement entropy and occupancy. a Long-
time behavior of imbalance I for system sizes L = 13, 15, 17 and (∆ = 10J, U = 19.85J) (blue), (∆ = 3J, U = 4.75J) (red)
and system sizes L = 12, 14, 16 for (∆ = 1J, U = 4.75J) (green). The grey line corresponds to a simulation of the imbalance

according to the effective Hamiltonian Ĥres
eff [Supplementary Eq.(19), Supplementary Eq. (14)] for L = 15 and ∆ = 3J up to

3000τ . Fluctuations in the data are reduced by using a running average with a time-window of 10τ . b ,c Time-averaged on-site

occupancy ni = 10/T
∫ T

0.9T
nidt for system sizes L = 15, 17 and b (∆ = 1J, U = 4.75J) and c (∆ = 3J, U = 4.75J) . The

time average was performed with T = 12600τ for L = 15 and T = 1260τ for L = 17. d Long-time behavior of the half-chain
entanglement entropy SL/2 normalized to the Page value SPage

L/2 within the (N↑, N↓) symmetry sector for the same parameters

as in (a) and system sizes L = 13, 15, 17. The dashed horizontal lines shows the entanglement entropy of a random state within
the fragment Kres containing the Néel-ordered CDW initial state. Increasing opacity corresponds to increasing system size. All
calculations were done using ED.

Note that, while we used L = 13, 15, 17 for the interme-
diate and large tilt regime to minimize edge effects with
an unoccupied odd site at the left and the right end of the
system, we choose L = 12, 14, 16 for the weak tilt regime.
In this regime, the initial CDW relaxes to a potentially
thermal density distribution and such a distribution only
has zero imbalance for an equal number of even and odd
sites. Additionally, the breathing amplitude of the dy-
namics for ∆ = 1J is four sites and boundary effects
cannot be easily prevented by including an empty site at
the edges. We confirm in Supplementary Fig. 5b that the
on-site occupancy shows no more memory of the initial
CDW order in the regime of weak tilt, consistent with a
zero imbalance. For the intermediate tilt in Supplemen-
tary Fig. 5c, we clearly find a remaining CDW order.

In Supplementary Fig. 5d we show numerical simula-
tions of the half-chain entanglement entropy SL/2, nor-

malized to the Page value SPage
L/2 [31–33]. The Page value

SPage
L/2 is the half-chain entanglement entropy of a pure

random state within the symmetry sector fixed by parti-
cle number N↑, N↓. The half-chain entanglement entropy
of an ergodic system at infinite temperature is in general

expected to reach SL/2 = SPage
L/2 . In the weak tilt regime,

the half-chain entanglement entropy converges towards
the thermal Page value for large enough system sizes,
which is consistent with a lack of memory of the ini-
tial state as observed with the imbalance and the on-site
occupancy. For an intermediate tilt, we observe a sub-

thermal entanglement entropy, growing only very slowly
at late times, which is consistent with the finite imbalance
up to the latest times accessible in the simulations. For
large tilt, the entanglement entropy reaches a plateau,
which slightly depends on the system size. This satura-
tion value of the entanglement entropy is slightly smaller
then the entanglement entropy of a random state within
the fragment Kres (blue dashed lines for the different sys-
tem sizes) in which the initial state is contained.

SUPPLEMENTARY NOTE 7: EXPERIMENTAL
SEQUENCE

General description

We create a degenerate Fermi gas of 40K atoms in
a crossed beam dipole trap. While the non-interacting
traces are measured with a spin-polarized gas with
all atoms in the state |↓〉 = |F = 9/2,mF = −9/2〉,
we work with an equal mixture of the states |↑〉 =
|F = 9/2,mF = −7/2〉 and |↓〉 when studying interact-
ing dynamics. Details of both the cooling sequence and
the preparation of the spin-polarized gas can be found in
a previous publication [34]. The initial state preparation
starts with repulsively loading the atoms at a scatter-
ing length of a = 100a0 into a three-dimensional (3D)
optical lattice by a series of linear ramps (see Supple-
mentary Fig. 7). The scattering length can be tuned
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Supplementary Figure 6. Exemplary raw image. The two
spin states |↑〉, |↓〉 are spatially separated using Stern-Gerlach
resolved time-of-flight imaging to extract the imbalances of
each component Iσ independently. The populations of first
and third band are extracted via a pixel sum of the optical
density (OD).

with a Feshbach resonance between the two states of
the spin mixture centered at 202.1 G. While the repul-
sive scattering length suppresses the formation of doubly-
occupied sites (doublons) during the loading, we extin-
guish any residual doublons by applying a 100 µs off-
resonant light pulse right after loading the deep lat-
tice [35]. The off-resonant light pulse results in light as-
sisted collisions, which remove doublons without harming
atoms on singly-occupied sites (singlons). Afterwards, we
end up with singlons in an array of 1D tubes to which the
dynamics is restricted on the observed timescales due to
the deep orthogonal lattices. Using Gaussian fits to the
atom cloud in the lattice, we characterize the 4σ width
of the central tubes to Lexp = 290 sites. Along the y di-
rection and the z direction, we populate about 150 sites
and 22 sites, respectively.

We create the tilted lattice by applying a magnetic field
gradient with a single coil. This coil, however, not only
creates a field gradient, but additionally a strong homo-
geneous magnetic field component up to 110 G is present,
which adds to the homogeneous Feshbach field created by
a pair of Helmholtz coils. Independent control of both the
tilt and the interaction strength requires a tilt-dependent
reduction of the Feshbach field and leads to extended
wait times to reach stable currents through the coils. We
use a wait time of 140 ms before time evolution and an-
other 136 ms after time evolution before the band trans-
fer to ensure a stable Feshbach field (see Supplementary
Fig. 7). Residual dynamics within a 1D tube during the
wait time are suppressed by holding the atoms in strongly
tilted double wells. All experiments throughout this work
employ Stern-Gerlach resolved absorption imaging after
6.4 ms time-of-flight (Supplementary Fig. 6).

CDW preparation and spin-resolved imbalance
readout

After creating an array of 1D tubes in a deep 3D op-
tical lattice, we ramp up the short lattice λs = 532 nm
in addition to the long lattice λl = 1064 nm along the x
direction at a superlattice phase of φ = 0.44π within
200 µs. Here, we use the convention that a symmet-
ric double-well potential is realized for φ = k · π, with
k = Z. This creates strongly tilted double wells with
one atom located on the low-energy site of each double
well (even site), while the high energy site (odd site) is
empty. This charge-density wave (CDW) state is time
evolved in all experiments throughout this work. After
time evolution, we apply a band transfer technique in
the superlattice [36, 37], which maps atoms on odd sites
(high-energy site of each double well) into the third band
of the long lattice, while atoms on even sites remain in
the first band. Here, we require a different superlattice
phase of φ = 0.15π. Afterwards we perform bandmap-
ping and Stern-Gerlach resolved absorption imaging to
evaluate the spin-resolved imbalance. The Stern-Gerlach
gradient and the magnetic field gradient during time evo-
lution are created by the same coil.

A large enough spatial separation of the two spin states
|↑〉 and |↓〉 during Stern-Gerlach resolved bandmap-
ping is achieved by applying a Landau-Zener sweep be-
fore the band transfer to convert atoms from |↑〉 =
|F = 9/2,mF = −7/2〉 to |→〉 = |F = 9/2,mF = −5/2〉.
This sweep is performed at a set magnetic field of 231.6 G,
corresponding to the zero crossing of the Feshbach res-
onance between the two states |↓〉 and |→〉, centered
around 224.2 G. We perform a linear frequency ramp
with a duration of 10 ms centered at 51.87 MHz with a
deviation of 1 MHz. Switching off interactions between
these two states ensures the absence of interband oscilla-
tions after the transfer to the third band. Additionally,
non-interacting bandmapping results in sharper edges of
the absorption images and improves the accuracy of the
imbalance measurement. A sample raw image used for
data acquisition is shown in Supplementary Fig. 6.

Measuring a perfect imbalance equal to one can be
compromised by many artifacts such as an imperfect ini-
tial state preparation and a finite transfer efficiency of the
population on odd sites into the third band. In order to
calibrate these imperfections, we take two different sets
of images. The first set measures the highest possible ini-
tial imbalance (around 0.92(2)) with no evolution time.
The second set measures the imbalance after 25 ms evo-
lution time without tilt, which is supposed to yield zero.
We then calculate a matrix that maps the measured im-
balances for these two sets to 1 (first set) and 0 (second
set). In particular, we have to determine a 2× 2-matrix
Aσ, for each state σ =↑, ↓, which satisfies

(
nσe,1 nσe,2
nσo,1 nσo,2

)
Aσ =

(
1 0.5
0 0.5

)
. (22)
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Supplementary Figure 7. Timing protocol of the experimental sequence. Schematic showing the lattice depths, the
superlattice phase, Feshbach field ramps and the gradient field ramps for loading, CDW preparation, time evolution and
detection of the imbalance.

Here, nσe,i (nσo,i) denote the relative atom number on even
(odd) sites for the respective spin state and i = 1, 2 refers
to the imbalance in the respective set (first or second
set). This matrix is then used to rescale the measured
imbalance for each spin component.

SUPPLEMENTARY NOTE 8: CREATING A
HOMOGENEOUS POTENTIAL

Before loading into the lattice the atoms are con-
fined by three dipole trap beams. The horizontal beams
along x (dynamics) and y are elliptical (30 × 300 µm)
and the vertical beam along the z-direction is circular
with a Gaussian beam waist of 150 µm. All optical lat-
tice beams have the same size as the z-dipole trap and
are blue-detuned, thus providing an anti-trapping poten-
tial. A flat potential during the Bloch oscillations can be
achieved by compensating the confinement of the vertical
dipole trap with the anti-confinement of the optical lat-
tices. The horizontal traps should only marginally con-
tribute to the total confinement and we find the optimal

configuration if the x-dipole trap is switched off and the
y-dipole trap provides a very weak confinement during
the time evolution. The confinement is optimized by fix-
ing the time to four Bloch cycles (t = 4T↓) and scanning
the dipole trap strength on maximal imbalance. This
method works because the confinement does not lead to
a frequency change of the oscillations.

SUPPLEMENTARY NOTE 9: CREATING A
LINEAR POTENTIAL

The tilt is created by applying a magnetic field gradi-
ent. The energy Eσ of each state |σ〉 in the F = 9/2
hyperfine ground-state manifold in the presence of a
magnetic field can be analytically calculated using the
Breit-Rabi formula and a magnetic field gradient results
in a linear potential ∆σi according to ∆σ = dEσ

dB ∂xB.

The first factor dEσ

dB causes the tilt to be spin-dependent
and in the Zeeman limit of weak field B → 0, we get
∆↑/∆↓ = 7/9 = 78%. With increasing field, the spin-
dependence reduces (in the Paschen-Back limit B → ∞
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Supplementary Figure 8. Impact of interaction averag-
ing. Variation of the interaction strength across one tube
with 290 lattice sites, a tilt of ∆↓/h = 1.8 kHz and tunneling
rate J/h = 540 Hz. For the orthogonal lattices we use 55Er.

we have ∆↑/∆↓ = 1) and for the magnetic field used in
this work (B ≈ 210 G), we have ∆↑/∆↓ = 90.6%. The
second factor ∂xB is spin-independent and describes the
magnetic field gradient, which we create with a single coil
close to the atom cloud. The magnetic field along the 1D
tubes is given by B(x) = B0 + a(x − x0) + b(x − x0)2

plus higher orders which are negligible for our param-
eters. Here, x0 is the center of the coil, x is the rela-
tive distance of the atomic cloud, a is the field gradient
and b is the field curvature. The coil has a diameter of
25 mm, 20 windings and a mean distance to the atoms
of 26.5 mm. Currents up to 55 A are applied. We note
that the magnetic field generated by this configuration
mainly possesses a large homogeneous contribution and
a gradient part producing the linear potential. The weak
field curvature part adds to the harmonic confinement of
the lattice and dipole beams.

SUPPLEMENTARY NOTE 10: INTERACTION
AVERAGING

The magnetic field gradient used for generating the
tilt causes a local variation of the total magnetic field.
Since we use the total magnetic field to set the interac-
tion strength with a Feshbach resonance, the variation
of the total magnetic field also induces a variation of the
interaction strength over the length of a tube. From the
typical center tube length of 290 lattice sites (4σ width
of the cloud) and the width of the Feshbach resonance we
can calculate the impact of this averaging effect for a cer-
tain tilt and lattice configuration. Due to the Gaussian
density distribution of the cloud, assuming 290 sites as
tube length overestimates the averaging effect and gives
a crude upper bound. Supplementary Fig. 8 shows the
strength of the averaging effect Uvar = U ±dU as a func-

tion of the central interaction strength for a 1D system
with 8Er primary lattice depth. For shallower lattices
this effect diminishes. Note that while the Stark model
exhibits a dynamical U vs. −U symmetry the interac-
tion averaging slightly breaks this symmetry. It also un-
derlines why the non-interacting data we show in this
work is mostly taken with a spin-polarized sample. Even
if the scattering length is set to zero via the Feshbach
resonance, small residual interactions remain due to the
averaging.

SUPPLEMENTARY NOTE 11: CALIBRATION
OF PARAMETERS

Curvature α and trap frequency ωh

Any non-linear correction to the linear on-site poten-
tial leads to a spectrum of Bloch oscillation frequencies
in the system that are averaged over in the measurement.
The non-linearity in our system is caused by the residual
harmonic confinement, modelled as a quadratic correc-
tion term to the linear potential, ∆↓i+α(i− i0)2, where
i0 is the center of the lattice. The observed Bloch oscilla-
tion is then a sum of Bloch oscillations with frequencies
ranging between ∆↓−2αL/2 and ∆↓+2αL/2 with a step
of 2α and a system size of L sites. In order to understand
the result of such a sum, consider, for instance, a sum of
sinusoidal oscillations,

f(t) =

L/2∑
i=−L/2

cos
(
2π(∆↓ + αi)t

)
= cos

(
2π∆↓t

) sin
(
2π(L+ 1)αt

)
sin(2παt)

.

(23)

This is an oscillation at frequency ∆↓ together with a
beat note envelope at a frequency (L + 1)α ≈ Lα and
nodes at 1/(2Lα). The Bessel-type Bloch oscillations,
which can be expressed as sum of few sinusoidal oscil-
lations, would behave in a qualitatively similar manner.
Therefore, we expect a collapse at time Tc ≈ 1/(2Lα),
before the imbalance revives. We use numerical calcu-
lations of the imbalance time trace for a non-interacting
system in a lattice of size L = 290(20)d to determine the
value of α, as a fit parameter. Corresponding to an ex-
perimentally measured imbalance time trace I↓(tj) : j =
1, 2, · · · , n, where n is the number of data points in time,
we compute, numerically, the trace I↓num(tj ; J,∆↓, α) and
then minimize

∑
j |I↓(tj)−I↓num(tj ; J,∆↓, α)|2 over alpha

to determine the fit value. The harmonic confinement is
extracted in Supplementary Fig. 9. We find a collapse
time of Tc = 8 ms, corresponding to α = h · 0.216 Hz and

ωh/2π =
√

α~
md2π = 39 Hz. Due to the local nature of the

dynamics in the Stark Hamiltonian, α is the important
energy scale for the dynamics, characterizing the amount
of curvature, experienced by every single atom. In our
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Supplementary Figure 9. Calibration of the harmonic
confinement. Imbalance I↓ for a spin-polarized gas at ∆↓ =
1.8J and J = h · 540 Hz. Each data point is averaged twice
and error bars denote the SEM. The solid line is a fit to the
data using an ED calculation, which includes the harmonic
confinement. The resulting collapse time is Tc = 8 ms.

system, the tilt is on the order of ∆↓ ≈ h · 1000 Hz and
the curvature is very weak (α/∆↓ ≈ 10−4). Theoreti-
cally, the imbalance oscillations should revive partially,
but due to anharmonic confinement, residual onsite disor-
der and other dephasing mechanisms we cannot see such
revivals. All these artifacts can affect the envelope of the
Bloch oscillations in addition to the dephasing of the har-
monic confinement and are also included in the extracted
collapse time. Hence, extracting the harmonic confine-
ment from the collapse time yields an upper bound for
the true harmonic confinement.

Spin-dependent tilt ∆σ

The setup consists of one pair of coils in Helmholtz
configuration to generate a homogeneous magnetic field
Bz along the vertical z direction for controlling the inter-
actions between the two spin states by a Feshbach reso-
nance. Additionally, a gradient coil is used to create a
magnetic field Bx consisting of a homogeneous field Bx0

and the field gradient dBx
dx along the x direction. There-

fore, the total field is B0 =
√
B2
x +B2

z . Expanding the
above expression up to first order, we get for the total
field

B0(x) =
√
B2
z +B2

x =

√
B2
z +

(
Bx0 + x

dBx
dx

)2

' Bz +
B2
x0

2Bz
+
Bx0

Bz
· xdBx

dx
.

(24)

In the last step we used that Bz is the strongest con-
tribution such that the square root can be expanded up
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Supplementary Figure 10. Spin-resolved Bloch oscilla-
tions. a Typical calibration measurement of the tilt ∆σ for
both spin-components using the spin-resolved imbalance Iσ.
Here, ∆↓/h = 1.60(1) kHz and we extract a frequency dif-
ference of (∆↓ − ∆↑)/h = 170(2) Hz, which is in reasonable
agreement with the calculated difference. Each data point is
averaged four times and error bars denote the SEM. b Im-
balance difference between |↓〉 and |↑〉. The resulting pat-
tern exhibits a beat note similar to the trigonometric identity
cos(ω1t)−cos(ω2t) = −2 sin

(
(ω1 + ω2)t/2

)
sin
(
(ω1 − ω2)t/2

)
.

to first order and we neglected the term of the squared
gradient. We note that the strength of the gradient is
reduced by the vertical field component and amplified
by the homogeneous horizontal field. It follows that the
calibration of tilt and interactions has to be an iterative
process, since these quantities strongly depend on each
other. We determine the required vertical magnetic field
Bz in the presence of a current IG in the gradient coil
in order to generate a fixed total homogeneous magnetic
field B0. For this sake we employ an RF sweep from |↓〉
to |↑〉, whose frequency is set to the value corresponding
to B0. We find the relation

Bz(IG) = B0 −
(aIG)2

B0
+ bIG , (25)

with fit parameters a and b. From Supplementary
Eq. (24) it follows that ∆σ ∝ I2

G where the proportion-
ality constant depends on Bz. The current required to
generate a certain tilt ∆σ can thus be expressed as

IG = c
√

∆σ ·Bz (26)

with constant c. We calibrate this fit parameter using
single-particle Bloch oscillations and extract the oscilla-
tion frequency, set by the tilt ∆σ, with the analytical
model using the first four oscillations to minimize effects
of the damping. A typical calibration measurement is
illustrated in Supplementary Fig. 10 for a spin-mixture
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Supplementary Figure 11. Calibration of the zero-
crossing. Imbalance of one spin-component I↓ versus in-
teraction strength. We use a tilt ∆↓/h = 1.2 kHz and mea-
sure the imbalance after t = h/∆↓. The tunneling rate is
J/h = 540 Hz. The solid line is a Gaussian fit to capture
the peak of the imbalance, corresponding to the zero-crossing
of the Feshbach resonance. Each data point consists of four
independent measurements and error bars denote the SEM.

at ∆↓ = h · 1.60(1) kHz. We clearly see the different tilts
in the oscillation frequency of the respective spin com-
ponent. Finally, from Supplementary Eq. (24) and Sup-
plementary Eq. (26) we see that it requires an iterative
adaption of the current and the vertical field, since they
are strongly correlated. In the experiment we do two full
iteration steps until the values sufficiently converge.

Lattice depth

All optical lattices are calibrated using Kapitza-Dirac
scattering with a Bose-Einstein condensate of 87Rb and
the lattice depth calibration is then converted to 40K.
While this technique in principle also calibrates the tun-
neling J in Eq. (1) in the main text, we determine the
tunneling J for the data in Fig. 2 and Fig. 3 in the main
text directly by using a fit of Eq. (2) to the short-time
dynamics (U = 0J , spin-polarized). We only use times
t ≤ 1.5 ms such that the damping of the oscillations is
negligible (the collapse time is Tc = 8 ms). For a set lat-
tice depth of 8Ers (6Ers) the fit yields J = h·0.54(1) kHz
(J = h · 0.88(2) kHz) and agrees in both cases well with
the calculated tunnelling rate J8Ers = h · 0.543 kHz and
J6Ers = h · 0.896 kHz. Note that the solid line in Fig. 3b
in the main text is a plot of Eq. (3), where we use
J = h ·0.54(1) kHz, obtained from the short time dynam-
ics, without any additional free parameter. The excellent
agreement of analytic prediction and data at late times
emphasizes the accuracy of calibrating J with the short
time dynamics.

Onsite interaction U

The non-interacting point of the Feshbach resonance
between the states |↑〉 and |↓〉 is calibrated with Bloch os-
cillations by taking advantage of the interaction-induced
damping and the dynamical symmetry between repul-
sive and attractive interactions. For every tilt ∆↓ we fix
the time t at t = T↓ = h/∆↓, while scanning the Fesh-
bach field. In Supplementary Fig. 11 we show a typical
calibration measurement, where the zero-crossing of the
Feshbach resonance is well detectable as the interaction
strength, which has the largest imbalance. A finite inter-
action U causes a strong damping, which decreases the
imbalance. Since the magnetic field B0 = 202.1 G of the
center of the Feshbach resonance is well known [38], the
zero crossing is set by the width w202 plus the magnetic
field of the center B0. We use the calibration of the zero
crossing to determine a precise value for the width of
the Feshbach resonance: w202 = 7.1(1) G, in agreement
with the literature [15]. The same measurement was per-
formed for the Feshbach resonance between |↓〉 and |→〉
centered at B = 224.2 G [39], where we extract a width
w224 = 7.4(1) G in agreement with the literature [40].
The characterization of the Feshbach resonance together
with the calibration of the lattice depth yields a calibra-
tion for the onsite interaction U .

SUPPLEMENTARY NOTE 12: EXTRACTION OF
THE INTERACTION ENERGY Ures

In Fig. 3e in the main text we discuss the resonant
process connecting two singlons on even sites with a dou-
blon via a second-order hopping process, with U ' 2∆↓.
In Supplementary Fig. 12, we show how the interaction
energy Ures of the resonance for different tilts ∆↓ was ex-

tracted using a Gaussian fit f(x) = Ae−(x−xc)2/(2σ2) +C
to locate the minimum of the imbalance I↓. Note that
the naive expectation for the interaction energy Ures =
2∆↓ does not apply here, because the resonance is of sec-
ond order and therefore the interaction energy is renor-
malized such that we expect Ures + 8J2/(3∆↓) = 2∆↓ up
to second-order perturbation theory.

SUPPLEMENTARY NOTE 13: DETAILS ON
NUMERICAL METHODS

We use an exact diagonalization technique to simulate
the long-time dynamics. The dimension of the subspace
of Nσ spin σ atoms on L lattice sites is dσ =

(
L
Nσ

)
. The

state ψ is a d↑d↓ dimensional vector. The total dimension
of the Hilbert space is d↑d↓ — H is a d↑d↓×d↑d↓ matrix.
For L = 12, Nσ = 3, this dimension is 2202 = 48400;
for L = 16, Nσ = 4, it is 18202 = 3312400 and for
L = 20, Nσ = 5, it is 155042 = 240374016. At L = 12,
the Hamiltonian already consists of 484002 floating point
numbers, occupying up to 75 GB of RAM. We therefore
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Supplementary Figure 12. Probing the interaction en-
ergy Ures. Interaction scan of the imbalance I↓ of one spin
component for different tilts ∆↓. The solid line is a Gaussian

fit I↓(U) = Ae−(U−Ures)
2/(2σ2) +C to the data extracting the

interaction energy Ures for which the imbalance is minimal.
The fit yields Ures = 5.3(6)J (∆↓ = 2.6J), Ures = 5.0(2)J
(∆↓ = 2.9J), Ures = 5.5(2)J (∆↓ = 3.3J) and Ures = 6.1(2)J
(∆↓ = 3.7J). Each data point is averaged three times over
ten equally spaced times in a window between 170τ and 200τ .
Error bars denote the SEM.

use the following method for the computation, which en-
ables us to go up to L = 20 before using sparse matrices
or a Lanczos algorithm. Below, we describe the construc-
tion of the basis, the Hamiltonian and time evolution.

Basis construction

Accounting for atom number conservation in both the
spins, as mentioned before, we are working in a subspace
of dimension d↑×d↓. This is a system of N↑+N↓ fermions
with a total of 2L fermionic modes represented by the

creation operators ĉ†1,↑, ĉ
†
2,↑, · · · , ĉ

†
L,↑, ĉ

†
1,↓, ĉ

†
2,↓, · · · , ĉ

†
L,↓.

A typical number state can be written as

ĉ†i1,↑ĉ
†
i2,↑ · · · ĉ

†
iN↑ ,↑

ĉ†j1,↓ĉ
†
j2,↓ · · · ĉ

†
jN↓ ,↓

|0〉, where

{i1, · · · , iN↑} and {j1, · · · , jN↓} are subsets (not neces-
sarily disjoint) of {1, 2, · · · , L}. We construct a canonical
representation of this state by ordering the operators
such that i1 < i2 < · · · < iN↑ and j1 < j2 < · · · < jN↓ .
This state can be represented by the pair of tuples
((i1, i2, · · · , iN↑), (j1, j2, · · · , jN↓)). Next we order the
tuples {(i1, i2, · · · , iN↑)} lexicographically to construct a
list of tuples V↑ and V↓. The full basis would then be
V↑ × V↓. In this basis, the non-interacting part of the
Hamiltonian remains separable and we make use of this
property to optimize the time and memory consumption.

a. Off-diagonal elements of the Hamiltonian: Note
that a typical hopping term in the Hamiltonian corre-
sponding to spin ↑ atoms not only leaves the spin ↓

part of a basis element unchanged, but also maintains
the sign of the state with the trivial exception of the

boundary hopping (e.g., ĉ†1,↑ĉL,↑). The hopping ma-

trix can, therefore, be written as Ĥhop
↑ ⊗ 1 + 1 ⊗ Ĥhop

↓

where Ĥhop
σ =

∑
i ĉ
†
i,σ ĉi+1,σ + h.c. is the dσ × dσ ma-

trix corresponding to the hopping of spin σ atoms, act-

ing on span(Vσ). We construct Ĥhop
↑ and Ĥhop

↓ sepa-
rately. These two matrices are small, in the sense that
their dimensions are d↑ and d↓, much smaller than the
full Hilbert space d↑ × d↓. These matrices can be stored
in as dense matrices even when L = 20 and Nσ = 5.

b. Diagonal elements: We represent the potential of
a spin σ atom at site i by Vi,σ. We store only the diagonal
entries of the Hamiltonian in a matrix V of size d↑ × d↓.
The matrix element Vαβ is the energy of the basis element
corresponding to α-th tuple in V↑ and β-th tuple in V↓.
If this basis element is ((i1, i2, · · · , iN↑), (j1, j2, · · · , jN↓)),
the energy is

Vαβ =

N↑∑
k=1

Vik,↑+

N↓∑
k=1

Vjk,↓+U |{i1, · · · , iN↑}∩{j1, · · · , jN↓}|

Here, |{i1, · · · , iN↑} ∩ {j1, · · · , jN↓}| is the number
of elements in the intersection of {i1, · · · , iN↑} and
{j1, · · · , jN↓}. This is the number of doublons in the
state and the last term in the above equation corresponds
to the Hubbard interaction.

Intermediate time evolution

We define a d↑ × d↓ matrix M (ψ), storing the state ψ,

whose αβ-th element is M
(ψ)
αβ = 〈α, β|ψ〉. Here, |αβ〉 is

the basis element with indices (α, β) in V↑×V↓. The rows

of M (ψ) correspond to spin ↑ and columns correspond
to spin ↓. With this setting, the state is M (ψ) and the

Hamiltonian, represented by the triplet {Ĥhop
↑ , Ĥhop

↓ , V̂ },
all of which are d↑ × d↓, d↓ × d↓ or d↑ × d↑ matrices.
Therefore it is convenient to work in this picture rather
than use the full Hamiltonian which is much bigger. The
Schrödinger equation in this representation is given by

˙M (ψ) = −iĤhop
↑ M (ψ) − iM (ψ)Ĥhop

↓ − iV̂ ◦M (ψ) (27)

Here, ◦ represents element-by-element multiplication,
known as Hadamard product. To see that this is the cor-
rect equation of time evolution, consider the Schrödinger
equation in the standard representation

ψ̇ = −iĤhop
↑ ⊗ 1ψ − i1⊗ Ĥhop

↓ ψ − iĤdiagψ (28)

Here, Ĥdiag is a d↑d↓×d↑d↓ diagonal matrix consisting of

the elements in V̂ . The first term in the above equation

reads Ĥhop
↑ ⊗ 1ψ =

∑
α,β

∑
γ Ĥ

hop
↑αγM

(ψ)
γβ |αβ〉 =
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α,β(Ĥhop

↑ M (ψ))αβ |αβ〉. The second terms

reads 1 ⊗ Ĥhop
↓ ψ =

∑
α,β

∑
γ Ĥ

hop
↓βγM

(ψ)
αγ |αβ〉 =∑

α,β(M (ψ)Ĥhop
↓ )αβ |αβ〉. Thus the first term

corresponds to a left multiplication of M (ψ) by

Ĥhop
↑ and the second term corresponds to a right

multiplication by Ĥhop
↓ . The third term reads

Ĥdiagψ =
∑
α,β V̂αβM

(ψ)
αβ |αβ〉; this corresponds to

a term-by-term multiplication of M (ψ) by V̂ . Using
Trotter-Suzuki decomposition to solve Supplementary
Eq. (27) yields

M (ψ)(t+δt) ≈ e−iδt◦V̂ ◦e−iδtĤ
hop
↑ M (ψ)(t)e−iδtĤ

hop
↓ (29)

Here, e−iδt◦V̂ is an element-by-element exponentiation.

Error estimates

The key problem here is to estimate the error accumu-
lated due to the Trotter-Suzuki decomposition. We con-
sider n trotter steps per Bloch period, that is, δt = 1

n∆ .
We consider time evolutions up to time T . If In(t) is the
imbalance computed using n trotter steps per Bloch pe-
riod, our objective is to estimate ||I − In|| where I(t)
is the imbalance at n = ∞, which we can calculate
for small system sizes using Supplementary Eq. (28), by
exponentiating the full Hamiltonian. We use the stan-

dard Lp-norm, i.e., ||In−I||p =
(∫ T

0
|In(t)− I(t)|pdt

) 1
p

for p = 1, 2 and ∞. In the latter case, ||In − I||∞ =
max(|I(t)−In(t)|). Intuitively, p = 1 corresponds to the
”average case” distance between I and I∞ and p = ∞
represents the ”worst case” distance.

We numerically show that an = ||I − In|| = O
(

1
n2

)
.

In other words, ||I − In|| → 0 as 1/n2. To see this, let
us consider the sequence bn = ||In+r − In||, for a fixed
k. Supplementary Fig. 13a shows that bn = O

(
1
n3

)
.

Moreover, from triangle inequality, |an+r − an| ≤ bn

and therefore, an = O
(

cusum
(

1
n3

))
= O

(
1
n2

)
. Here,

cusum(x) is the cumulative sum. Thus, for large n and
some k, we can assume that an ∼ k2akn and it follows
from the triangle inequality, an− akn ≤ ||Ikn−In|| that

an ≈ k2

k2−1 ||Ikn − In||. The RHS of last inequality can
be computed numerically. Thus, we obtain

||Im − I|| ≈
k2n2

(k2 − 1)m2
||Ikn − In|| (30)

We use n = 100 and k = 5 in Supplementary Fig. 13b.
We use the above expression to estimate an = ||I − In||,
for L = 12 and higher, and choose n such that an ≤ 10−3.

General error analysis In the previous section, the
error accumulated due to the Trotter-Suzuki approxi-
mation was analysed using the deviations in the im-
balance as the figure of merit. While this approach

is relevant for our purpose, the deviations in the state
vector itself would be relevant in a more general con-
text. Indeed, if ψ(t) is the many body state vector
at time t and ψn(t) is the state vector computed us-
ing a Trotter-Suzuki approximation using n Trotter steps
per Bloch period, the deviation ||||ψn(t) − ψ(t)||2||p can
be related to the deviation in any arbitrary observable
Ô (Note that we use the standard 2-norm to quantify
the distance between ψ(t) and ψn(t) at a given time t
and then use a p−norm to quantify the overall devia-
tion). For instance, consider 〈ψ|Ô|ψ〉 − 〈ψn|Ô|ψn〉 =

〈ψ|Ô|ψ〉 − 〈ψ|Ô|ψn〉 + 〈ψ|Ô|ψn〉 − 〈ψn|Ô|ψn〉 = 〈ψ −
ψn|Ô|ψ〉 + 〈ψn|Ô|ψ − ψn〉 ≤ 2||Ô||||ψ − ψn||2. Here,

||Ô|| is the operator norm, i.e., the largest singular value

of Ô, assuming Ô is finite-dimensional. Thus, the de-
viation ||〈ψn(t)|Ô|ψn(t)〉 − 〈ψ(t)|Ô|ψ(t)〉||p can be esti-
mated, loosely, using ||||ψn(t)−ψ(t)||2||p. In Supplemen-
tary Fig. 14a we show that ||||ψn(t) − ψ(t)||2||p ∼ 1

n for
a system with L = 8 sites and Nσ = 2. It is interesting
to note that the imbalance converges much faster ∼ 1

n2 .

Long-time evolution

At the outset it appears that by making a Trotter-
Suzuki decomposition, we lose the logarithmic scaling of
complexity in time of the scaling-and-squaring procedure
of matrix exponentiation. That is, for a long time T , the

unitary e−iĤT can be computed by scaling T to T/2n

for some integer n, computing e−iĤT/2
n ≈ 1− iĤT/2n−

Ĥ2/2T 2/4n and squaring it repeatedly, n times. The
complexity of this procedure is linear in n. For a fixed
tolerance, it is logarithmic in T , enabling a computation
of very long-time dynamics. Although it appears that
we lose this advantage while using the Trotter-Suzuki
decomposition, we show below that the scaling can be
improved, asymptotically.

In Supplementary Fig. 13c we show how the error of
the computation increases with time for a fixed trotter
step, suggesting at least a linear growth in T . More-
over, for fixed trotter step, the computational time also
grows linearly in T . Thus, for a fixed tolerance, the com-
putational time grows at least quadratically in T . We
show below that this can be improved to a linear scal-
ing in T . The idea is to reduce the error in the com-
putation using an elimination technique so that it scales
down faster. Let T � 1/∆ be a long time up to which
we intend to compute the evolution the system. That
is, we want to compute ψ(T ). Let us suppose that we
computed ψ(T ) twice, using the above described proce-
dure, once using δt = 1/(n∆) and the second time using
δt = 1/((n+ 1)∆) and obtained two state vectors ψn(T )
and ψn+1(T ). From the above considerations, we know
that ||ψ(T ) − ψn(T )|| = κ/n + O(1/n2) for some κ. We
consider a linear combination of ψn(T ) and ψn+1(T ):

ψ̃n,2(T ) = (n+ 1)ψn+1(T )− nψn(T ) (31)
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Supplementary Figure 13. Error estimates in Supplementary Eq. (29). In panels a and b, the p−norms are calculated
for T = 100 ms a Computation of bn = ||In − In+r||p with r = 100 for L = 8, Nσ = 2. We show bn for p = 1, 2 and ∞. The
solid lines are power law fits, and the corresponding exponent is about −3.09. b Computation of an = ||I − In||p for a system
with L = 8, Nσ = 2. The solid lines correspond to the respective estimates of I(t) given by Supplementary Eq. (30). The three
colors represent p = 1, 2 and ∞. c The growth of the errors ||I100 − I500||p in time for p = 1, 2 and ∞, for L = 8 and Nσ = 2.
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Supplementary Figure 14. General error analysis. a ||||ψn(t) − ψ(t)||2||p for a system with L = 8, Nσ = 2, indicating a

convergence rate of 1
n

. b ||||ψ̃n,k(t) − ψ(t)||2||∞ for different k = 1, 2, 3, system size L = 8 and Nσ = 2 with T = 100 ms.
k = 2 corresponds to the elimination of the first order error following Supplementary Eq. (31). The k = 3 curve corresponds
to an elimination of the first two orders in error. The straight lines are power law fits with exponents −0.99, −1.99 and −3.26
respectively for k = 1, 2 and 3, indicating a convergence rate of 1

nk
. c ||ψ̃n,k(T ) − ψ(T )||2 at T = 100 ms for a system with

L = 8, Nσ = 2 and n1 = 40 for various k, indicating a convergence rate of 1

nk1
.

ψ̃n,2 is an attempt to eliminate the first order term in
the error and therefore, we expect the error scaling to
be lower for this state. Indeed, as shown in Supplemen-
tary Fig. 14b, ||ψ̃n,2 − ψ(T )|| ∼ 1/n2. We may con-
sider a general procedure to eliminate the higher order
error terms. We pick k integers n1, · · · , nk and compute
ψn1

(T ), · · · , ψnk(T ) independently and eliminate the first
k−1 orders of error. This is done using the Vandermonde
matrix

Wk =


1 1/n1 · · · 1/nk−1

1

1 1/n2 · · · 1/nk−1
2

...
...

. . .
...

1 1/nk · · · 1/nk−1
k


We can eliminate the errors using the expression

ψ̃n1,k =
∑
j(W

−1
k )1jψnj (T ). Supplementary Fig. 14c
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shows that the error in ψ̃n1,k scales down as ∼ 1/nk1 .
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