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S1 Analysis on the Cross-attention Layer

The cross-attention layer plays an essential role in our proposed method to derive cross-attentive acceptor and
donor embeddings. To further study how the cross-attention layer benefits the task of circular RNA prediction,
given the embedding of each donor as a query, we conduct an analysis to rank all acceptors by their embedding
similarity to the query embedding. Conversely, we also rank all donors for each acceptor. This analysis can
be considered as a ranking task, so we evaluate the results with three conventional ranking metrics, including
success rate at 10 (SR@10), mean average precision (MAP), and mean reciprocal rank (MRR), based on the
ground-truth of backsplicing for gene-level circular RNA prediction. Here we compare our results with a random
ranker as a chance-level baseline. As shown in Table S1, JEDI can significantly beat the chance performance in
both acceptor and donor ranking tasks. Besides, it is interesting that donor embeddings outperform acceptor
embeddings in retrieving the opposite sites. It may be because donor embeddings contain more information
than acceptor embeddings. We remain the study of this phenomenon as future work.

Query Ranking JEDI Random (Chance-level Performance)
Embedding|Candidates SRQ@10 MAP MRR SRQ10 MAP MRR
Donor Acceptor |0.843 4+ 0.013|0.375 4+ 0.013|0.394 + 0.012]0.432 4+ 0.004|0.128 + 0.002|0.171 + 0.003
Acceptor Donor [0.571 £ 0.048]0.189 £ 0.026|0.202 £ 0.032(0.432 £ 0.006|0.123 £ 0.002|0.172 £ 0.003
Table S1. The results of ranking acceptors and donors with opposite embeddings.

S2 Analysis on k-mer Embedding Dimension

Figure S1 shows how the k-mer embedding dimension affects the prediction performance. JEDI reaches the best
performance when it comes to 128-dimensional k-mer embeddings. However, the prediction accuracy drops with
greater embedding dimension numbers because of the over-fitting phenomenon with excessive model parameters.
Finally, we choose 128 as the dimension number for k-mer embeddings.
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Fig.S1. The isoform-level circular RNA prediction performance of JEDI with different k-mer embedding dimension
number .



