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Abstract
Background High-performance computing (HPC) systems have become indispensable for modern marine research, providingsupport to an increasing number and diversity of users. Pairing with the impetus offered by high-throughput methods to key areassuch as non-model organism studies, their operation continuously evolves to meet the corresponding computational challenges.
Results Here we present a Tier-2 (regional) HPC facility, operating for over a decade at the Institute of Marine Biology,Biotechnology, and Aquaculture (IMBBC) of the Hellenic Centre for Marine Research in Greece. Strategic choices made in designand upgrades aimed to strike a balance between depth (the need for a few high-memory nodes) and breadth (a number of slimmernodes), as dictated by the idiosyncrasy of the supported research. Qualitative computational requirement analysis of the latterrevealed the diversity of marine fields, methods and approaches adopted to translate data into knowledge. In addition, hardwareand software architectures, usage statistics, policy and user management aspects of the facility are presented.
Conclusions Drawing upon the last decade’s experience from the different levels of operation of the IMBBC HPC facility, a numberof lessons are presented; these have contributed to the facility’s future directions, in the light of emerging distributiontechnologies (e.g. containers) and Research Infrastructure evolution. In combination with detailed knowledge of the facility usageand its upcoming upgrade, future collaborations in marine research and beyond are envisioned.
Key words: marine research; high performance computing (HPC); containerization; computational requirements; high-throughputsequencing (HTS); research infrastructures (RIs); biodiversity; biotechnology; aquaculture
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Background

The ubiquitous marine environments (more than 70% of the globalsurface [1]) mold Earth’s conditions to a great extent. The intercon-nected abiotic [2] and biotic factors (from Bacteria [2] to megafauna[3]), shape biogeochemical cycles [4] and climate [5, 6] from alocal to the global scale. In addition, marine systems have highsocio-economic value [7] as an essential source of food and bysupporting renewable energy and transport among other services[8]. The study of marine environments involves a series of disci-plines (scientific fields); from Biodiversity [9] and Oceanographyto (eco)systems biology [10], and from Biotechnology [11] to Aqua-culture [12].To shed light on the evolutionary history of (commercially im-portant) marine species [13] as well as on how invasive speciesrespond and adapt to novel environments [14] the analysis of theirgenetic stock structure is fundamental [15]. Similarly, biodiversityassessment is essential to elucidate ecosystem functioning [16] andto identify taxa with potential for bioprospecting applications [17].Furthermore, systems biology approaches provide both a theoreti-cal and a technical background for integrative analyses to flourish[18]. However, conventional methods do not offer the informationneeded to explore the aforementioned scientific topics.High-throughput sequencing (HTS) and sister methods havelaunched a new era in many biological disciplines [19, 20]. Thesetechnologies allowed access to the genetic, transcript, protein andmetabolite repertoire [21] of studied taxa or populations, and facili-tated the analysis of organism-environment interactions in com-munities and ecosystems [22]. Whole Genome Sequencing (WGS)and Whole Transcriptome Sequencing (WTS) approaches providevaluable information for the study of non-model taxa [23]. Thisinformation can be further enriched by genotyping-by-sequencingapproaches, for instance Restriction site-associated DNA sequenc-ing (RAD-seq) [24], or by investigating gene expression dynam-ics through Differential Expression (DE) analyses [25]. Movingfrom single species to assemblages, molecular-based identifica-tion and functional profiling of communities has become availablethrough marker, genome or transcriptome sequencing from en-vironmental DNA (eDNA) (metabarcoding, metagenomics, meta-transcriptomics) [26]. These methods address the problem of “how
to produce and get access to the information?” on different biologicalsystems and molecules to a great extent.These 0’s and 1’s of information (i.e the data) come along withchallenges regarding their management, analysis and integration[27]. The computational requirements for these tasks by far ex-ceed the capacity of a standard laptop/desktop by far, owing to thesheer volume of the data and to the computational complexity of thebioinformatic algorithms employed for their analysis. For example,building the de novo genome assembly of a non-model Eukary-ote may require algorithms of nondeterministic polynomial time((NP)-complete problem) complexity. This analysis can reach up toseveral hundreds or thousands of GB of memory (RAM) [28]. Hence,the challenges of “how to exploit all these data?" and "how to trans-
form data into knowledge" set the present framework in biologicalresearch [29, 30].To address these computational challenges, the use of High-Performance Computing (HPC) systems has become essential inlife sciences and systems biology [31]. HPC is the scientific fieldthat aims at the optimal incorporation of technology, methodology,and application thereof to achieve “the greatest computing capabil-
ity possible at any point in time and technology” [32]. Such systemsrange from a small number to several thousands of interconnectedcomputers (compute nodes). According to the Partnership foR Ad-vanced Computing in Europe (PRACE), the European HPC facilities

are categorized in: a. European Centres (Tier-0), b. national (Tier-1) and c. regional (Tier-2) centres [33]. As PRACE highlights, "com-
puting drives science and science drives computing" in a great range ofscientific fields; from the endeavor to maintain a sustainable Earth,to the efforts for expanding the frontiers in our understanding ofthe universe [34]. On top of the heavy computational requirements,biological analyses come with a series of other practical issues thatoften affect the bioinformatics-oriented HPC systems.Researchers with purely biological background often lack thecoding skills or even the familiarity required for working with Com-mand Line Interfaces (CLI) [34]. Virtual Research Environments(VREs) are web - based e - services platforms, particularly use-ful for researchers lacking expertise or / and computing resources[35]. Another common issue is that most analyses include a greatnumber of steps, with the software used in each of these havingequally numerous dependencies. Lack of continuous support fortools with different dependencies, as well as frequent and non-periodical versioning of the latter, often results in broken links andfurther compromises the reproducibility of analyses [36]. Widely-used containerization technologies, e.g. Docker [37] and Singularity[38] ensure reproducibility of software and replication of the analy-sis, thus partially addressing these challenges. By encapsulatingsoftware code along with all its corresponding dependencies in suchcontainers, software packages become reproducible in any operat-ing system in an easy-to-download-and-install fashion, on anyinfrastructure.The Institute of Marine Biology Biotechnology and Aquaculture(IMBBC) has been developing a computing hub which, in conjunc-tion with national and European Research Infrastructures (RIs), tosupport state of the art marine research. The regional IMBBC HPCfacility allows processing of data that derive from the Institute’ssequencing platforms and expeditions, and from multiple externalsources in the context of interdisciplinary studies. Here, we presentinsights from a thorough analysis of the research supported by thefacility and some of its latest usage statistics in terms of resourcerequirements, computational methods and data types; the abovehave contributed in shaping the facility along its lifespan.

The IMBBC HPC facility
from a single server to a Tier-2 system

The IMBBC HPC facility was launched in 2009 to support the com-putational needs over a range of scientific fields in marine biology,with a focus on non-model taxa [39]. The facility was initiated asan infrastructure of the hitherto Institute of Marine Biology and Ge-netics (IMBG) of the Hellenic Centre for Marine Research (HCMR).Its development has followed the development of national RIs (Fig 1,also see [40] Section A1). The first nodes were used to support theanalysis of datasets generated from methods such as eDNA metabar-coding and multiple omics. Since 2015, the facility also supportsVREs, including e-services and virtual laboratories (vLabs). Thecurrent configuration of the facility presented herein is named
Zorba (box 4 in Fig. 1) and will be upgraded within 2021 (see Sec-tion 8). Hereafter, Zorba refers to the specific system setup from2015 and onwards, while the facility throughout its lifespan will bereferred to as "IMBBC HPC".

Zorba currently consists of 328 CPU cores, 2.3 TB total memoryand 105 TB storage. Job submission takes place on the four availablecomputing partitions, or queues, as explained in Fig. 2. Zorba atits current state achieves a peak performance of 8.3 trillion double-precision floating-point operations per second, or 8.3 Tflops, asestimated by LinPack benchmarking [41]. On top of these, a total 7.5TB is distributed to all servers for the storage of environment and
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Figure 1. Evolution of the IMBBC HPC facility during the past 12 years, with hardware upgrade (blue boxes) and funding milestones (logos of RIs) highlighted. A single server
that launched the bioinformatics era in 2009 evolved to the current Tier-2 system Zorba (box 4), which allows processing a wide variety of information from DNA sequences
to biodiversity data. Different names of the facility denote distinct system architectures.

system files. A thorough technical description of Zorba is availableat (see [40] Section A2).
More than 200 software packages are currently installed andavailable to users at Zorba, covering the most common analysistypes. These tools allow assembly, HTS data preprocessing, phylo-genetic tree construction, ortholog finding, population structuremodeling, to name a few. Access to these packages is providedthrough Environment Modules, a broadly-used means of accessingsoftware in HPC systems [42].
During the last two years, Zorba has been moving from sys-tem - dependent pipelines previously developed at IMBBC (e.g.ParaMetabarCoding) towards containerization of available and newpipelines/tools. A complete metabarcoding analysis tool for var-ious marker genes (PEMA) [43], the chained and automated useof STACKS, software for population genetics analysis from short-length sequences [44] (latest version), a set of statistical functionsin R for the computation of biodiversity indices and analyses incases of high computational demands [45], as well as a program-ming workflow for the automation of biodiversity historical datacuration (DECO) are among the in-house developed containers. Athorough description of the software containers developed in Zorbacan be found in the [40] Section D. Singularity images can be servedby any Zorba partition; Docker images can run instantly as Singu-larity images. Zorba daily function is ensured by a core team of fourfull-time experienced staff: a hardware officer, two system admin-istrators, and a permanent researcher in biodiversity informaticsand data science.
More than 70 users (internal and external scientists), investiga-tors, postdoctoral researchers, technicians, and doctoral / postgrad-uate students have gained access to the HPC infrastructure untiltoday. Support is provided officially through a helpdesk ticketingsystem. An average of 31 requests/month have been received (sinceJune 2019), with the most demanded categories being troubleshoot-ing (38.2%) and software installation (23.8%). Since October 2017,monthly meetings among HPC users have been established to reg-ularly discuss such issues.
Proper scheduling of the submitted jobs and fair resource shar-ing is a major task that needs to be confronted day-to-day. Toaddress this, a specific usage policy, for each of the various parti-tions, and a scheduling software tool set have been adopted in Zorba.

Policy terms are dynamically adapted to the HPC hardware archi-tecture and to the usage statistics, with revisions being discussedbetween the HPC core team and users. Simple Linux Utility forResource Management (SLURM) open-source cluster managementsystem orchestrates the job scheduling along with the allocationof resources and a booking system helps users to organize theirprojects and administrators to monitor the resource reservationson a mid-long term basis. A SLURM Database Daemon (slurmdbd)has also been installed to allow logging and recording of job usagestatistics into a separate SQL database (see PREPRINT). An extendeddescription of user and job administration and orchestration can befound at (see [40] Section C1).
Training is an integral component of the HPC facility mindsetsince its launch and enables knowledge sharing across MSc, PhDstudents and researchers within and outside the Institute. Introduc-tory courses are organized on a regular basis, aiming at familiariz-ing new users with Unix environments, programming, and HPC us-age policy and resource allocation (e.g. job submission in SLURM).Furthermore, the IMBBC HPC facility has served, since 2011, asan international training platform for specific types of bioinfor-matic analyses (see [40] Section C2). For instance, the facility hasprovided computational resources for workshops on Microbial di-versity, Genomics and Metagenomics, Genomics in Biodiversity,Next Generation Sequencing technologies and informatics tools forstudying marine biodiversity and adaptation in the long term, orEcological Data Analysis using R (ECODAR). The plan is to enhanceand diversify the educational component of the HPC facility by pro-viding courses on a more permanent basis and targeting a largeraudience. An extensive listing of training activities is given at [40]Section C2.

Computational breakdown of the IMBBC HPC-
supported research

Systematic labelling of IMBBC HPC-supported published studies(n=47) was performed to highlight their resource requirements.Each study was manually labelled with the relevant scientific field,the data acquisition method, the computational methods, and itsresource requirements; all the annotations were validated by the

https://hpc.hcmr.gr/software/
https://modules.readthedocs.io/en/latest/index.html
https://github.com/jacqueslagnel/ParaMetabarCoding
https://nellieangelova.github.io/RADseq_Containers/
https://github.com/lab42open-team/deco
https://hpc.hcmr.gr/docs/getting-started/policy/
https://hpc.hcmr.gr/booking
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/workshop-genomics-biodiversity
https://sites.google.com/site/workshopimbg/
https://sites.google.com/site/workshopimbg/
https://summer-schools.aegean.gr/EcoDAR2014
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Figure 2. Block diagram of the Zorba architecture. This is the IMBBC HPC facility architecture in its current setup, after 12 years of development. There are 2 login nodes and
one intermediate where users may develop their analyses. Computational nodes are split into 4 partitions with different specs and policy terms: bigmem supporting processes
requiring up to 640 GB RAM, batch handling mostly (but not exclusively) parallel-driven jobs (either in a single node or across several nodes), minibatch aiming to serve
parallel jobs with reduced resource requirements and fast partition for non-intensive jobs.All servers, except file systems, run Debian 9 (kernel 4.9.0-8-amd64).
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Figure 3. Bar chart with the number of publications that have used IMBBC HPC facil-
ity resources, grouped per scientific field. The different methods for data acquisition
are also presented. WGS: whole-genome sequencing; WTS: whole-transcriptome
sequencing.

corresponding authors (see [40] Section D2). It should be statedthat the conclusions of this overview are specific to the studiesconducted at IMBBC.
The scientific fields of Aquaculture (~40% of studies), Biodiver-sity (~26% of studies) and Organismal biology (~19% of studies)account for the majority of the research publications supported bythe IMBBC HPC facility (Fig. 3 and [40] Supplementary file 1).
On the other hand, studies in the Biotechnology and Agriculturefields indicate contemporary and beyond-marine orientations ofresearch at IMBBC, respectively (see [40] Section B2). In addition,eight methods of data acquisition (experimental or in silico) havebeen defined (Fig. 3). Among these methods, WGS and WTS havebeen widely used in multiple fields (Biotechnology, OrganismalBiology, Aquaculture). Conversely, ddRAD sequencing has beensolely employed for population genetic studies in the context ofAquaculture.
The 47 published studies employed different computationalmethods (sets of tasks executed on the HPC facility). These studiesserved different purposes, from a range of bioinformatics analy-ses to HPC-oriented software optimization. The computationalmethods were categorized in eight classes (Fig. 4). The resource re-quirements of each computational method were evaluated in termsof memory usage, computational time and storage. Reflecting thecurrent Zorba capacity, studies which, in any part of their analysis,exceeded 128 GB of memory or/and 48 hours of running time or/and200 GB physical space were classified as studies with high demands(see [40] Supplementary file: imbbc_hpc_labelling_data.xlsx).
As shown in Fig. 3, the two most commonly used computationalmethods have rather different resource requirements. While "dif-ferential expression (DE) analysis" shows a notable trend for bothlong computational time (Fig. 3A), and high memory (Fig. 3B),"eDNA-based community analysis" does not have high resourcerequirements either in computation time or memory. High memorywas commonly associated with computational methods includingde novo assembly; all relevant research concerned non-model taxaand involved short-read sequencing or combinations of short- andlong-read sequencing. By contrast, "phylogenetic analysis" didnot involve intensive RAM use; this is largely due to the fact thatsoftware used by IMBBC users adopts parallel solutions for tree

construction. Long computational times (Fig. 3A) were most oftenobserved at the functional annotation step in "transcriptome anal-ysis", "DE analysis" and "comparative and evolutionary omics",when this step involved BLAST queries of thousands of predictedgenes against large databases such as nr (NCBI). Finally, a commonchallenge emerging from all bioinformatic approaches is the sig-nificant storage limitations (Fig. 3C); this challenge was associatedwith the use of HTS technologies that produce large raw data, andthe analysis of which involves creation of numerous intermediatefiles.
Overall, published studies using the IMBBC HPC facility show adegree of variance with respect to the types of tools used (dependingon the user, its bioinformatic literacy, and other factors), each ofwhich is more or less optimized with respect to HPC use. Moreover,the variance in computational needs observed within each type ofcomputational method, reflects the diversity of the studied taxo-nomic groups. For instance, "transcriptome analysis" (involving

de novo assembly and functional annotation steps) was employedfor the study of taxa as diverse as Bacteria, sponges, Fungi, fish andgoose barnacles. The complexity of each of these organisms’ tran-scriptomes can explain to a large extent the differences observed incomputational time, memory and storage.
Furthermore, Zorba CPU and RAM statistics collected since 2019allowed observing some overall patterns: An average computationload per month of less than or close to 50% of its max capacity (50%of 236 kilocorehours/month) for most (20) out of the 24 months ofthe logging period was one of these. Memory requirements werealso heterogeneous: most (90%) of a 44K jobs performed in thesame 24 month period, required less than 10 GB of RAM. 0.30%of the jobs required more than 128 GB of RAM, i.e. exceeding thememory capacity of the main compute nodes (batch partition). Thedetailed usage statistics of Zorba are described in [40] Section B1and Supplementary file: zorba_usage_statistics.xlsx.

Scientific impact stories

Below, some examples of research results that were made possiblewith the IMBBC HPC facility are described. This list of “use cases” isby no means exhaustive, but rather an attempt to highlight differentfields of research supported by the facility along with their distinctcomputational features.

Invasive species range expansion detected with eDNA data
from ARMS

The Mediterranean biodiversity and ecosystems are experiencingprofound transformations owing to Lessepsian migration, inter-national shipping, and aquaculture, which lead to the migration ofnearly 1000 alien species [46]. The first step towards addressingthe effects of these invasions is the monitoring of the introducedtaxa. eDNA metabarcoding has proved a powerful tool in this di-rection, allowing detection of invasive species [47], often preced-ing macroscopic detection. One such example is the first record ofthe nudibranch Anteaeolidiella lurana (Ev. Marcus & Er. Marcus,1967) in Greek waters in 2020 [48]. eDNA metabarcoding analysisallowed detecting the species with high confidence on fouling com-munities developed on Autonomous Reef Monitoring Structures(ARMS). This finding, confirmed with image analysis of photo-graphic records on a later deployment period, is an example of workconducted within the framework of the European ASSEMBLE plusprogramme (ARMS-MBON). PEMA software [43] was used in thisstudy as well as in the 30-month pilot phase of ARMS-MBON [49].
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Figure 4. Resource requirements of the various computational methods employed at the IMBBC HPC facility to support published research A) long computational time
(>48h), B) high memory (>128 G B)high storage requirements (>200 GB) and C). Red color denotes studies with high requirement for a certain HPC feature. For instance, all
eDNA-based community analyses performed at Zorba until now have not required long computational time.

Providing omics resources for large genome-size, non-
model taxa

Zorba has been used for building and annotating numerous de novogenome and transcriptome assemblies of marine species such asthe gilthead sea bream Sparus aurata [50] or the greater amberjack
Seriola dumerili [51]. Both genome and transcriptome assembliesof species with large genomes often exceed the maximum avail-able memory limit, eventually affecting the strategic choices for
Zorba future upgrades (see Section 8). For instance, building thedraft genome assembly of the seagrass Halophila stipulacea (esti-mated genome size 3.5 GB) using Illumina short reads has beenchallenging even for seemingly simple tasks such as a kmer anal-ysis [52]. Taking advantage of short and long-read sequencingtechnologies to construct high-quality reference genomes, thenear-chromosome level genome assembly of Lagocephalus scelera-
tus (Gmelin, 1789) was recently completed, as a case study of highecological interest due to the species’ successful invasion through-out the Eastern Mediterranean [53]. In the context of this study, anautomated containerized pipeline allowing high-quality genomeassemblies from Oxford Nanopore and Illumina data was developed(SnakeCube, [54]). The availability of standardized pipelines offersgreat perspectives for in-depth studies of numerous marine speciesof interest in aquaculture and conservation biology, including rig-orous phylogenomic analyses to position each species in the tree oflife (e.g.[55]).

DE analysis of aquaculture fish species sheds light on crit-
ical phenotypes

Distinct observable properties such as morphology, development,and behavior, characterize living taxa. The corresponding pheno-types may be controlled by the interplay between specific genotypesand the environment. To capture an individual’s genotype at a spe-cific time point, molecular tools for transcript quantification havefollowed the fast development of technologies, with Expressed Se-quence Tags (EST) being the first approach to be historically used,especially suited for non-model taxa [56]. Nowadays, the physio-logical state of aquaculture species is retrieved through investiga-tion of stage-specific and immune- and stress response-specifictranscriptomic profiles using RNAseq. The corresponding com-putational workflows involve installing various tools at Zorba andimplementing a series of steps that often take days to compute.These analyses, besides detecting transcripts at a specific phys-iological state, have successfully identified regulatory elementssuch as microRNAs. Through the construction of a regulatory net-

work with putative target genes, microRNAs have been linked tothe transcriptome expression patterns. The most recent exampleis the identification of microRNAs and their putative target genesinvolved in ovary maturation [57].

Large-scale ecological statistics: Are all taxa equal?

The nomenclature of living organisms, as well as their descriptionand their classification under a specific nomenclature code, havebeen studied for more than two centuries. Up to now, all the speciespresent in an ecosystem are considered equal, in terms of their con-tribution to diversity. However, this “axiome” has been tested onlyonce before, on the UK’s marine animal phyla, showing the incon-sistency of the traditional Linnaean classification between differentmajor groups [58]). In [59] the average taxonomic distinctnessindex ( ∆+ ) and its variation ( Lambda+ ) were calculated on a ma-trix deriving from the complete World Register of Marine Species(WoRMS) [60], containing more than 250,000 described speciesof marine animals. It is the R-vLab web application along with itsHPC high RAM back-end components (on bigmem, see Section 2)that made such a calculation possible. This is the first time sucha hypothesis is tested on a global scale. Preliminary results showthat the two biodiversity indices exhibit complementary patternsand that there is a highly significant, yet non-linear relationshipbetween the number of species within a phylum and the averagedistance through the taxonomic hierarchy.

Discovery of novel enzymes for bioremediation

Polychlorinated biphenyls (PCBs) are complex, recalcitrant pol-lutants that pose a serious threat to wildlife and human health.Identification of novel enzymes that can degrade such organic pol-lutants is intensively studied in the emerging field of bioremedia-tion. In the context of the Horizon 2020 TASCMAR project, globalocean sampling provided a large biobank of fungal invertebratesymbionts, and through large-scale screening and bioreactor cul-turing, a marine-derived fungus able to remove a PCB compoundwas identified for the first time. Zorba resources and domain exper-tise in fungal genomics were used as a CMBR service for the analysisof multi-omic data for this symbiont. Following genome assem-bly of Cladosporium sp. TM-S3 [61], transcriptome assembly andphylogenetic analysis revealed the full diversity of the symbiont’smulticopper oxidases, enzymes commonly involved in oxidativedegradation [62]. Among these, two laccase-like proteins shown toremove up to 71% of the PCB compound are now being expressed tooptimize their use as novel biocatalysts. This step would not have

https://nellieangelova.github.io/De-Novo_Genome_Assembly_Pipelines/
http://www.tascmar.eu/
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been possible without the annotation of the Cladosporium genomewith transcriptome data; mapping of the purified enzymes’ LC-MSspectra against the set of predicted proteins allowed to identify theircorresponding sequences.

Lessons learned

Depth and breadth are both required for a bioinformatics-
oriented HPC

In our experience, the vast majority of the analyses run at the IMBBCHPC infrastructure are CPU-intensive. RAM-intensive jobs (>128GB RAM, see Section 3) represent only ~0.3% of the total jobs ex-ecuted over the last 2 years (see [40] Section B1). Despite the dif-ference in frequency of executed jobs with distinct requirements,serving both types of jobs and ensuring their successful completionis equally important for addressing fundamental marine researchquestions (as shown in Section 3). The need for both HPC depth(the need for a few high-memory nodes) and breadth (a numberof slimmer nodes) has been previously reported [31]. This needreflects the idiosyncrasy of different bioinformatics analysis steps,often even within the same workflow. High-memory nodes arecannot-do-without for tasks such as de novo assembly of largegenomes, while the availability of as many as possible less powerfulnodes can speed up the execution of less demanding tasks, andfree resources for other users to compute. Future research direc-tions and the available budget further dictate tailoring of the HPCdepth and breadth. Cloud-based services, e.g. for containerizedworkflows, may also facilitate this process once these become moreaffordable.
Quota. . . overloaded

We observed that independently of the type of analysis, storagewas an issue for all Zorba users (Fig. 4). A high percentage of theseissues relate to the raw data from HTS projects. These data arepermanently stored in the home directories, occupying significantspace. This, in conjunction with the fact that users delete their datawith great reluctance, makes storage one of the major issues of dailyuse in Zorba. In specific cases where users’ quota was exceeded un-controllably, the Zorba team has been applying compression of rawand output data in contact with the user, but this is by no meansa stable strategy. More generally, the performance of the existingstorage configuration in Zorba being close to reaching its limitswith the increase in users and its concurrent use, several solutionshave been adopted to resolve the issue. The most long-lasting so-lution has been the adoption of a per-user quota system to allowstorage sustainability and fairness in our allocation policy. Thisquota system constitutes nevertheless a limiting factor in pipelineexecution, since lots of software tools produce unpredictably toomany intermediate files, which not only increase storage but alsocause job failures due to space restrictions. We managed the aboveissue by adding a scratch filesystem as an intermediate storagearea for the runtime capacity needs. Following completion of theiranalysis, users retain only the useful files and the rest are perma-nently removed. A significant storage upgrade is scheduled within2021 (see Section 8).
Continuous intercommunication among different disci-
plines matters

Smooth function of an HPC system and exploitation of its full po-tential for research requires stable employment of a core team ofcomputer scientists and engineers, in close collaboration with an ex-tended team of researchers. At least four disciplines are involved in
Zorba-related issues: Computer scientists, Engineers, Biologists (in

the broad sense, including ecologists, genomicists, etc.), and Bioin-formaticians with varying degrees of literacy in Biology and Infor-matics and various domain specializations (comparative genomics,biodiversity informatics, bacterial metagenomics, etc). Continuouscommunication among representatives of these four disciplines hasbeen substantial to research supported by Zorba and to the evolutionof the HPC system itself over time. In our experience, an HPC systemcannot function effectively and for long without full-time systemadministrators, nor with bioinformaticians alone. Although it hasnot been the case since the system’s onset, investment in monthlymeetings, seminars, and training events (in biology, containers,domain-specific applications, and computer science, see Section 2)are the only way to establish stable intercommunication amongdifferent players of an HPC system. Such proximity translates intotimely and adequate systems and bioinformatics analysis support;an element that in its turn translates into successful research (SeeSection 3). It should be noted that the overall good experience inconnectivity among different HPC "players" derives from Zorbabeing a Tier-2 system, with a number of active permanent users inthe order of tens. The establishment of such inter-communicationwas relatively straightforward to implement with periodic meetingsand the assistance of ticketing and other management solutions(see [40] Section C1).
The way forward: Develop locally, share and deploy cen-
trally

The various approaches regarding the function of an HPC systemare strongly related to the different viewpoints of the academic com-munities towards the relatively new disciplines of Bioinformaticsand Big Data. These approaches are strongly affected by nationaland international decisions that affect the ability to fund supercom-puter systems. There are advantages in deploying bioinformatics-oriented HPC systems in centralized (Tier-0, Tier-1) facilities. Bet-ter prices at hardware purchases, easier access to HPC-tailoredfacilities, for instance in terms of the cooling system and physicalspace, or experienced technical personnel (see also [31]). However,synergies between regional (Tier-2) and centralized HPC systemsare fundamental for moving forward in supporting the diverse anddemanding needs of bioinformatics. An example of such synergiesconcerns technical solutions (e.g. containerization) that addresslong-standing software sharing issues. In our experience, a work-flow/pipeline can be developed by experts within the context of aspecific project in a regional HPC facility. Once a production ver-sion of the pipeline is packaged, it can be distributed to centralizedsystems to cover a broader user audience (see Section 2).
Software optimizations for parallel execution

The most common ways of achieving implicit or explicit paralleliza-tion in modern multicore systems for Bioinformatics, Computa-tional Biology, and Systems Biology software tools, are the soft-ware threads - provided by programming languages - and/or theOpenMP API [63]. These types of multiprocessing make good use ofthe available cores on a multicore system (single node), but they arenot capable of combining the available CPU cores from more thanone node. Some other software tools use Message Passing Interface(MPI) to spawn processing chunks to many servers and/or cores,or (even better) combine MPI with OpenMP/Threads to maximizethe parallelization in Hybrid models of concurrency. Such designsare now used to a great extent in some cases, such as phylogenyinference software that makes use of Monte Carlo Markov Chain(MCMC) samplers. However, these cases are but a small numbercompared to the majority of bioinformatics tasks, while their usagein other analyses is low. At the hardware level, simultaneous multi-threading is not enabled in the compute nodes of the IMBBC HPCinfrastructure. Since the majority of analyses running on the cluster
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demand dedicated cores, hardware multithreading does not per-form well. In our experience, the existence of more (logical) coresin compute nodes misleads the least experienced users into usingmore threads than the physically available ones, which slows downtheir executions. On the other hand, assisting servers (filesystems,login nodes, web servers) make use of hardware multithreading,since they serve numerous small tasks from different users/sourceswhich commonly contain I/O operations. Graphics Processing Units(GPUs) provide an alternative way for parallel execution, but theyare supported by a limited number of bioinformatics software tools.Nevertheless, GPUs can optimize the execution process in specific,widely-used bioinformatic analyses, such as sequence alignment[64, 65], image processing in microtomography (e.g. microCT), orbasecalling of Nanopore raw data.

Future Directions

An upgrade of the existing hardware design of Zorba has been sched-uled in 2021, funded by the CMBR RI (Fig. 1). More specifically:
i. 3 nodes of 40 CPU physical cores will be added through newpartitions (120 cores in total)ii. the total RAM will be increased by 3.5 TBiii. 100 TB of cold storage will be installed and is expected toalleviate the archiving problem at the existing homes/scratch filesystemsiv. the total usable existing storage capacity for users in homeand scratch partitions will be increased by approximately 100 TB
With this upgrade, it is expected that the total computationalpower of Zorba will be increased by approximately 6 TFlops, whilethe infrastructure will be capable of serving memory-intensive jobsrequiring up to 1.5 TB of RAM, hosted on a single node. Eventually,more users will be able to concurrently load and analyze big datasetson the filesystems. Over the coming 2 years, Zorba is also expectedto have two major additions:

i. the acquisition of a number of GPU nodes to build a new par-tition especially for serving software that has been ported to runon GPUsii. the design of a parallel file system (Ceph or Lustre) to optimizeconcurrent I/O operations to speed up CPU-intensive jobs.
The expectation is that the upcoming upgrade of Zorba will fur-ther enhance collaborations with external users, since the types ofbioinformatic tasks supported by the infrastructure are commonto other disciplines beyond marine science, such as environmentalomics research in the broad term. A national-wide survey target-ing the community of researchers studying the environment andadopting the same approaches (HTS, biodiversity monitoring) hasrevealed that their computational and training needs are on therise (A. Gioti et al., unpublished observations). Usage peaks andvalleys were observed in Zorba (see[40] Section B1), similarly toother HTS-oriented HPC systems [31]. It is therefore feasible toshare Zorba idling time with other scientific communities. Besides,the Zorba upgrade comes very timely in a period where additionalcomputational infrastructures emerge: The Cloud infrastructureEG-CI, funded by the Greek node of ELIXIR, is currently at the pre-production phase. It will constitute a national Tier-1 HPC facility,designed to host ~50 computational nodes of different capabilities(regular servers, GPU-enabled servers, SSD-enabled servers, etc),and provide users the option to either create custom Virtual Ma-chines for their computational services or to upload and executeworkflows of containerised scientific software packages. In thiscontext, a strategic combination of Zorba and EG-CI capabilities isexpected to build a strong computational basis in Greece. It is alsoexpected that Zorba functionality will be augmented through its

connection with the Super Computing Installations of LifeWatchERIC (e.g. Picasso facility in Malaga, Spain). Building upon thelessons learned of the last twelve years, a foreseeable challenge forthe facility is the enhancement of its usage monitoring to the ex-ample of international HPC systems [66], in order to allow evenmore efficient use of computational resources.

Conclusions

Zorba is an established Tier-2 HPC regional facility operating inCrete, Greece. It serves as an interdisciplinary computing hub inthe eastern Mediterranean, where studies in marine conservation,invasive species, extreme environments, and aquaculture are ofgreat scientific and socio-economic interest. The facility has sup-ported, since its launch over a decade ago, a number of differentfields of marine research, covering all kingdoms of life; it can alsoshare part of its resources to support research beyond the marinesciences.
The operational structure of Zorba enables continuous com-munication between users and administrators for more effectiveuser support, troubleshooting and job scheduling. More specifi-cally, training, regular meetings and containerization of in-housepipelines have proven constructive for all teams, students and col-laborators of IMBBC. This operational structure has evolved overthe years based on the needs of the facility’s users and the avail-able resources. The practical solutions adopted, from hardware(e.g. depth/breadth balanced structure, user quotas and tempo-rary storage), to software (e.g. modularized bioinformatics appli-cation maintenance and containerization) and human resourcemanagement (e.g. frequent intercommunication, continuous cross-discipline training) reflect IMBBC research to a large extent. How-ever, and by incrementing previous reviews [31], other Institutesand HPC facilities can be informed on the lessons learned (see Sec-tion 7), and reflect on the computational requirement analysis ofthe methods presented (see Section 3) through the spectrum oftheir own research so as to plan ahead.
HPC facilities could reach a benefit greater than the sum of theircapacities once they interconnect. The IMBBC HPC facility lies at thecrossroad of three RIs, CMBR (Greek node of EMBRC-ERIC), Life-WatchGreece (Greek node of LifeWatch ERIC) and ELIXIR Greece,and will pursue via these further collaboration at larger Tier-0 andTier-1 levels.
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