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the supported research. An in-depth computational requirement analysis of the latter
revealed the diversity of marine fields, methods and approaches adopted to translate
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Drawing upon the last decade’s experience from the different levels of operation of the
IMBBC HPC facility, a number of lessons are presented; these have contributed to the
facility’s future directions, in the light of emerging distribution technologies (e.g.
containers) and Research Infrastructure evolution. In combination with detailed
knowledge of the facility usage and its upcoming upgrade, future collaborations in
marine research and beyond are envisioned.

Corresponding Author: Evangelos Pafilis
Hellenic Center for Marine Research
Heraklion Crete, GREECE

Corresponding Author Secondary
Information:

Corresponding Author's Institution: Hellenic Center for Marine Research

Corresponding Author's Secondary
Institution:

First Author: Haris Zafeiropoulos

First Author Secondary Information:

Order of Authors: Haris Zafeiropoulos

Anastasia Gioti

Stelios Ninidakis

Antonis Potirakis

Savvas Paragkamian

Nelina Angelova

Aglaia Antoniou

Powered by Editorial Manager® and ProduXion Manager® from Aries Systems Corporation



Theodoros Danis

Elisavet Kaitetzidou

Panagiotis Kasapidis

Jon Bent Kristoffersen

Vasileios Papadogiannis

Christina Pavloudi

Quốc Việt Hà

Jacques Lagnel

Nikos Pattakos

Giorgos Perantinos

Dimitris Sidirokastritis

Panagiotis Vavilis

Georgios Kotoulas

Tereza Manousaki

Elena Sarropoulou

Costas Tsigenopoulos

Christos Arvanitidis

Antonios Magoulas

Evangelos Pafilis

Order of Authors Secondary Information:

Response to Reviewers: We would like to kindly thank the reviewers for the time they spent to thoroughly read
our manuscript. We appreciate all their accurate comments, which helped at the
improvement of our manuscript. In the revised version, we have addressed all of the
reviewer’s comments and suggestions and have incorporated changes/amendments to
the manuscript (indicated in cyan), where necessary.  Below we cite our detailed
answers to the editor and reviewers’ comments and suggestions (reviewer text starts
with a hash #).

# Reviewer reports:
# The paper is a retrospective on 12 years of running what has become a regional
HPC facility in Greece. It reviews # the gradual evolution of a single-server resource
into a Tier-2 facility, gives some insights into how the facility is
# organized and run, highlights some of the research done using the facility, and offers
some lessons learned from # these 12 years. In this, it should be of interest to
researchers who use HPC facilities and those who run them.
# The paper is well written and well organized, making it very accessible even to non-
specialists. There are a
# number of observations that I would make with a view to improving the relevance of
the paper, and a minor
# correction for readability.

# Reviewer #1 comment #1:
# 1. Containerization: This is perhaps one of the more important recent developments
in the HPC space (and
# beyond). It is treated in a number of sections where, if I understand correctly,
Singularity is the adopted
# platform. #But what is the standard image format used? Singularity for direct
compatibility with the HPC
# environment, or #Docker for eventual external compatibility (e.g. with cloud
compute)? What reasoning led to
# any decisions here.
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We chose Singularity as the standard image format for Zorba, while In terms of locally-
developed containers, we support both technologies. Singularity was preferred
because it ensures compatibility with our job scheduling system (i.e. SLURM).
Singularity has been developed to perform complex applications on HPC environments
focusing specifically on the needs of the scientific community and aiming to support
reproducible science in a simple way. Therefore, it has a completely different approach
compared to Docker regarding the namespace (allowing to setup a container without
privileged operations, so that a non-root user can act as root inside a container without
being root on the host outside) and filesystems, and supports Message Passing
Interface (MPI). Docker, on the other hand, is not designed for data processing, but for
running microservices (e.g. web-services). Moreover, Singularity is compatible with
Docker containers, allowing to take advantage of all the benefits of Docker; e.g the
large number of already developed containers and its larger community. Thus,
Singularity is commonly used by Academic and Research institutions as the
containerization technology for their HPC-oriented containers [1].
We have clarified that we use Singularity in the corresponding section (lines 157-158).
While Singularity is our container technology of choice regarding running containers in
our HPC facility, we also employ Docker for external compatibility  purposes, i.e. the
containers we create and share. The newly added  last paragraph of Section “5D. The
way forward: Develop locally, share and deploy centrally” and section  “6. Cloud
Computing” elaborate on such Docker use and its synergy with Cloud/HPC systems.

Reference
[1] Kurtzer, Gregory M., Vanessa Sochat, and Michael W. Bauer. "Singularity: Scientific
containers for mobility of compute." PloS one 12.5 (2017): e0177459.

# It would be very interesting to hear the authors' opinion on what developments they
expect, or hope for, with
# regards to containerization.

Containers are an already established technology, some of the largest cloud providers
worldwide (e.g. Google Cloud, Azure, Amazon Web Services) have already adopted
them to a great extent. Container use is also on the rise in research; it is our belief that
it will be further accelerated in the future, especially in the context of FAIRification
efforts. Despite “indirect costs” related to  these efforts, such as costs to containerize
legacy software, we believe that these technologies will become the norm. Ongoing,
community-driven efforts, such as the BioContainers project (https://biocontainers.pro/)
that provides both the infrastructure and the basic guidelines to build, manage and
distribute images and containers, play a great part towards this direction. Additional
contributions in the same direction are provided by a number of groups, institutes and
universities that have already started to containerize and distribute already-developed
and commonly known bioinformatics software tools (e.g the Hurwitz Lab container
repository (https://github.com/hurwitzlab?q=singularity+OR+docker)). We have added
a comment on our view regarding the future of containers at the end of section “5D.
The way forward: Develop locally, share and deploy centrally” (lines 530 - 545).

# Reviewer #1 comment #2:
# 2. Cloud computing: Commercial cloud providers and the potential for hybridization
with traditional "in-house"
# HPC, is another topic that is relevant today for research that requires significant
computation. This was touched
# on very briefly in the first of the Lessons Learned sub-sections, where budget and
containerization were
# mentioned. I suspect that other HPC managers and staff would welcome some more
detail here. What do the
# authors consider to be the factors that would lead towards the (increased) use of
cloud computing? What are
# the drawbacks? Had any comparison of costs been undertaken? Are there any
mismatches between the HPC
# model of containerization, and that of commercial cloud providers? (e.g. Docker vs
Singularity) that would need # to be addressed?
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There is a trend for cloud computing services managed by a web interface. This is
mainly because they offer simplicity and high availability to users with less or even no
experience in HPC systems. In addition, the time needed for data manipulation,
software installation and user-system interaction is significantly reduced compared to a
local HPC facility. On the other hand, tool experimentation and benchmarking is more
limited in cloud computing compared to local facilities, which are in general more
dedicated to specific research areas. While a cost comparison e.g. among the reported
HPC usage and equivalent solutions in the cloud is possible, a thorough one has not
been conducted. Since our facility still relies on legacy (i.e. not containerized) software
and workflows, we are in a preparatory phase towards an era where cloud resources
can be optimally used, and thus an exhaustive cost comparison is not relevant at this
stage for Zorba. The more progress is made, the more such a strategic shift would
make sense in the future. In addition, non-profit, academia-oriented, cloud computing
solutions will be explored first prior to commercial ones. Regarding mismatches
between the two systems on containerization: Although both fully support Singularity
containers, Singularity has been specifically developed to support HPC systems, while
Docker is designed to run in isolated environments (i.e. Virtual machines), as explained
in comment 1. As elaborated further in comment 4 and by the means of
comprehensiveness, a paragraph on “6. Cloud computing” has been added in the
manuscript.

# Reviewer #1 comment #3:
# 3. Multi-threaded programming: The authors correctly mention the use of software
threads as the general
# solution to parallelization in bioinformatics programs. But there is a problem in the
way that they characterize
# multi-node parallelization. The authors point out that to distribute parallel tasks over
multiple nodes, threading
# is not enough. The typical solution for bioinformatic programmers is to use MPI
(across nodes) alongside
# OpenMP (within nodes). The authors point out that this is only used in a small
minority of bioinformatic
# applications, and that MPI usage is low in others. As a reviewer, I presume that this
is an indication, from the
# authors, that cross-node parallelization (i.e. fully distributed) is not something that
happens often on their
# facility, or in any case is considered to be niche enough to influence the choice of
node types on the cluster
# (presumably in favour of nodes with large numbers of cores). Firstly, could I ask the
authors if I have correctly
# interpreted the message of the subsection entitled "Software optimizations for
parallel execution"?

The reviewer has correctly understood that cross-node parallelization does not happen
often on our facility, mainly because there is a limited number of tools that exploit
similarly well cores from multiple nodes (multi-node parallelization). This has indeed
partially influenced our strategic choices on the system architecture.

# If so, I would like to offer another perspective on the matter, and would welcome the
authors' thoughts. OpenMP
# and MPI programming is difficult. They are both low-level abstractions that force the
coder to concentrate on
# implementation details close to the OS and hardware. I believe it is *this* difficulty
that leads to this approach
# being used only in niche settings, and that if easier approaches to multi-node
distribution were available,
# bioinformaticians would make use of them. Such approaches do exist (actor-based
distribution as exemplified by
# the Akka library is one) but they are not generally known to bioinformaticians. They
offer high-level abstractions
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# that hide the details of both intra-node threading and inter-node Inter Process
Communication. If
# bioinformaticians were introduced to these techniques, it is possible that they could
make more efficient use of
# HPC (and/or cloud) infrastructure.

We agree that MPI and (in some cases when numerous dependencies exist) OpenMP
require more in-depth knowledge and experience in how to capitalize on multi-core
systems (mostly MPI, since OpenMP is less complex). Actor-based parallel model is
indeed a more understandable way of producing concurrency and could become
popular among bioinformaticians. We thank the reviewer for the suggestion; it could be
further explored once a pertinent IMBBC HPC use case arises.

# I think this is a chicken-and-egg situation, where users of HPC facilities are
encouraged to use MPI/OpenMP,
# and HPC facilities operate as if these low-level protocols were the only available
approach. The authors mention
# "training as an integral component to the HPC mindset". Do they see an opportunity
here to use that training to
# extend the computational reach of bioinformaticians?

The vast majority of Zorba users make use of third-party software tools (not developing
their own) for their workflows, thus the Zorba team’s primary care so far has been to
render users more familiar with how different parallel technologies work, so as to
understand how to use these more efficiently in terms of hardware resources. Once
efficient and user-friendly models for parallelization become widely acceptable in the
community, we do foresee adopting them and training Zorba users in these. In
addition, The Zorba team and many researchers in the Institute actively follow related
training activities (e.g. by ELIXIR, EOSC), which are commonly based on user surveys
to identify current needs and future goals in terms of computing.

#Reviewer #1 comment #4:
#4. Network intensive processing: The first Lessons Learned subsection explores the
extent to which processes are
# memory, or CPU bound. No mention is made of network intensity. In a way this point
extends from the previous
# one about fully-distributed processes, and it also touches on the cloud vs HPC
question. It might be said that the
# distinguishing feature of a HPC facility (over say a private or public cloud) is the
InfiniBand network layer. So the
# question of making full use of this feature is relevant. I'd welcome some discussion
on the general point of HPC
# vs cloud in the paper, and about InfiniBand's role in that comparison, especially in the
section that looks to the
# future of the facility.

A large number of bioinformatics tools and housekeeping software running on Zorba
are network-intensive, either due to I/O operations they perform in shared filesystems,
or to node intercommunication. To address this issue we adopted IB, as mentioned in
the companion preprint paper (https://zenodo.org/record/4665308, see section “A2.
The Zorba configuration of the IMBBC HPC facility” therein). The reviewer is right that
we did not mention network intensity in the main text. Since it is indeed important for
the discussion, we have added relevant information in the revised manuscript, lines
132 - 137.
Infiniband (IB) is the key element to efficiently serve intercommunication among
structural parts of an HPC facility (either traditional or cloud-based); therefore,
investment in high bandwidth (based on RDMA technology) is important. In practise,
processes using MPI are those that really take advantage of IB, mainly in traditional
HPC systems when running MPI among a large number of nodes. In cloud
infrastructures, IB is also important in cases when resources from different nodes are
combined to provide a unified virtual machine. However, most commercial Cloud
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providers do not support IB interconnection. In that case, fast direct memory access
between  the nodes is needed in order to ensure a similar or equal result in terms of
performance, as if it ran on a single server. However, IB cannot really accelerate IO
operations (e.g. file transfers, data reads and writes) since it is bounded by the
filesystem type, the disks and the concurrent demand at a specific moment. Some of
the above points are mentioned in our revised manuscript, new paragraph “6. Cloud
computing”.

#Reviewer #1 comment #5:
# 5. Minor point - the paper has references to numbered sections (e.g. "Section 2") but
there is no numbering in
# the paper format.

Section numbering has been updated.

#Reviewer #2 comment #1:
# The manuscript presents a description and importance of High-performance
computing (HPC) in marine
# research. The topic is of interest because allows important studies in marine
research. The manuscript describes
# the system architecture and capacity of processing of Zorba facility. I think that the
important point of the Zorba
# facility is concern a accessible communication between users and administrators.
The method is quite standard
# and is appropriate for the study, especially given that the main focus of the paper is
to describe the evolution of
# IMBBC HPC facility during the 12 past years. Is notable the progress of the facility in
the analysis of a wide
# variety of information. The conclusions are satisfactory. The solutions applied in
hardware (depth/breadth
# balanced structure, user quotas and temporary storage), software (modularized
bioinformatics application
# maintenance and containerization are very interesting) and training enable that the
scientific community can
# deal with a wide # variety of information. The language is clear and does not require
a heavy edition and the
# statistical methods are not relevant for the present paper.

We would like to thank the reviewer for the positive comments.

#Reviewer #2 comment #2:
# Minor revisions
# In the topic "Computational breakdown of the IMBBC HPC supported research",
please fix the order of the
# figures. It seems to me that is Figure 4 and not Figure 3. In the phrases "As shown in
Fig. 3...", "Long
# computational times (Fig 3A)", "... approaches is the significant storage limitations
(Fig 3C)..." Figure 4 is not
# clearly labeled, please see the text of 4B and 4C.

All mismatched annotations have been fixed in the revised manuscript.

# Reviewer #3 comment #1:
# The manuscript provides an accessible and informative review of the evolving needs
and solutions for High
# Performance Computing at a regional scale serving users in the broad domain of
marine science and
# biotechnology. For readers without deep expertise in computational science (as is
the case for this reviewer) the
# authors are commended in providing a useful insight to the challenges facing such
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cyberinfrastructure and how
# those challenges have been addressed in the past as well as some future guidance.
The use cases provided were
# appropriate and illustrative of the types of study supported by this HPC facility, and
the heterogenous demands
#  for types of computing resource and how these can be met and balanced among the
needs of different users.
# The common challenge of storage was well expounded but solutions appear to be
still rather elusive.

We would like to thank the reviewer for the positive comments. We agree that storage
is a major challenge and is not easy to be met. A storage upgrade scheduled within
2021 (see Section “7. Future Directions”) is expected to alleviate current storage
challenges in Zorba. However, given the ever increasing data production (e.g. as the
result of decreasing sequencing costs, and/or of rising imaging technologies),
responsible storage use approaches as described here remain only partial solutions to
anticipated future storage needs. Centralized (Tier-1 or higher) storage solutions
represent a longer-term solution, which is in line with current views on how to handle
big data generated by international research consortia in a long-lasting manner.
We have added the above comments in the revised manuscript, in section 5B “Quota...
overloaded” lines 465 - 475.

Additional Information:

Question Response

Are you submitting this manuscript to a
special series or article collection?

No

Experimental design and statistics

Full details of the experimental design and
statistical methods used should be given
in the Methods section, as detailed in our
Minimum Standards Reporting Checklist.
Information essential to interpreting the
data presented should be made available
in the figure legends.

Have you included all the information
requested in your manuscript?

Yes

Resources

A description of all resources used,
including antibodies, cell lines, animals
and software tools, with enough
information to allow them to be uniquely
identified, should be included in the
Methods section. Authors are strongly
encouraged to cite Research Resource
Identifiers (RRIDs) for antibodies, model
organisms and tools, where possible.

Yes

Powered by Editorial Manager® and ProduXion Manager® from Aries Systems Corporation

https://academic.oup.com/gigascience/pages/Minimum_Standards_of_Reporting_Checklist
https://scicrunch.org/resources
https://scicrunch.org/resources


Have you included the information
requested as detailed in our Minimum
Standards Reporting Checklist?

Availability of data and materials

All datasets and code on which the
conclusions of the paper rely must be
either included in your submission or
deposited in publicly available repositories
(where available and ethically
appropriate), referencing such data using
a unique identifier in the references and in
the “Availability of Data and Materials”
section of your manuscript.

Have you have met the above
requirement as detailed in our Minimum
Standards Reporting Checklist?

Yes

Powered by Editorial Manager® and ProduXion Manager® from Aries Systems Corporation

https://academic.oup.com/gigascience/pages/Minimum_Standards_of_Reporting_Checklist
https://academic.oup.com/gigascience/pages/Minimum_Standards_of_Reporting_Checklist
https://academic.oup.com/gigascience/pages/editorial_policies_and_reporting_standards#Availability
https://academic.oup.com/gigascience/pages/Minimum_Standards_of_Reporting_Checklist
https://academic.oup.com/gigascience/pages/Minimum_Standards_of_Reporting_Checklist


GigaScience, 2017, 1–12
doi: xx.xxxx/xxxx
Manuscript in Preparation
REVIEW

R E V I E W

0s and 1s in marine molecular research:
a regional HPC perspective
Haris Zafeiropoulos1,2,*, Anastasia Gioti1,*, Stelios Ninidakis1, Antonis
Potirakis1, Savvas Paragkamian1,2, Nelina Angelova1, Aglaia Antoniou1,
Theodoros Danis1,3, Eliza Kaitetzidou1, Panagiotis Kasapidis1, Jon Bent
Kristoffersen1, Vasileios Papadogiannis1, Christina Pavloudi1, Quoc Viet
Ha4, Jacques Lagnel5, Nikos Pattakos1, Giorgos Perantinos1, Dimitris
Sidirokastritis6, Panagiotis Vavilis6, Georgios Kotoulas1, Tereza
Manousaki1, Elena Sarropoulou1, Costas S Tsigenopoulos1, Christos
Arvanitidis1,7, Antonios Magoulas1 and Evangelos Pafilis1,†
1Hellenic Centre for Marine Research (HCMR), Institute of Marine Biology, Biotechnology and Aquaculture
(IMBBC), Former U.S. Base of Gournes, P.O. Box 2214, 71003, Heraklion, Crete, Greece and 2Department of
Biology, University of Crete, Voutes University Campus, P.O.Box 2208, 70013, Heraklion, Crete, Greece and
3Greece School of Medicine, University of Crete and 4BULL SAS, rue du gros caillou, 78340 Les
Clayes-sous-Bois, France and 5INRAE, UR1052, Génétique et Amélioration des Fruits et Légumes (GAFL), 67
Allée des Chênes, Centre de Recherche PACA, Domaine Saint Maurice, CS60094, 84143 Montfavet, France
and 6Hellenic Centre for Marine Research (HCMR), Network Operation Center, Former U.S. Base of Gournes,
P.O. Box 2214, 71003, Heraklion, Crete, Greece and 7LifeWatch ERIC, Sector II-III Plaza de España, 41071,
Seville, Spain
*Contributed equally
†Corresponding author: pafilis@hcmr.gr

Abstract
Background High-performance computing (HPC) systems have become indispensable for modern marine research,
providing support to an increasing number and diversity of users. Pairing with the impetus offered by high-throughput
methods to key areas such as non-model organism studies, their operation continuously evolves to meet the
corresponding computational challenges.
Results Here we present a Tier-2 (regional) HPC facility, operating for over a decade at the Institute of Marine Biology,
Biotechnology, and Aquaculture (IMBBC) of the Hellenic Centre for Marine Research in Greece. Strategic choices made in
design and upgrades aimed to strike a balance between depth (the need for a few high-memory nodes) and breadth (a
number of slimmer nodes), as dictated by the idiosyncrasy of the supported research. Qualitative computational
requirement analysis of the latter revealed the diversity of marine fields, methods and approaches adopted to translate
data into knowledge. In addition, hardware and software architectures, usage statistics, policy and user management
aspects of the facility are presented.
Conclusions Drawing upon the last decade’s experience from the different levels of operation of the IMBBC HPC facility,
a number of lessons are presented; these have contributed to the facility’s future directions, in the light of emerging
distribution technologies (e.g. containers) and Research Infrastructure evolution. In combination with detailed
knowledge of the facility usage and its upcoming upgrade, future collaborations in marine research and beyond are
envisioned.
Key words: marine research; high performance computing (HPC); containerization; computational requirements; high-
throughput sequencing (HTS); research infrastructures (RIs); biodiversity; biotechnology; aquaculture
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1. Background1

The ubiquitous marine environments (more than 70% of the2

global surface [1]) mold Earth’s conditions to a great extent.3

The interconnected abiotic [2] and biotic factors (from Bacte-4

ria [2] to megafauna [3]), shape biogeochemical cycles [4] and5

climate [5, 6] from a local to the global scale. In addition, ma-6

rine systems have high socio-economic value [7] as an essen-7

tial source of food and by supporting renewable energy and8

transport among other services [8]. The study of marine en-9

vironments involves a series of disciplines (scientific fields);10

from Biodiversity [9] and Oceanography to (eco)systems biol-11

ogy [10], and from Biotechnology [11] to Aquaculture [12].12

To shed light on the evolutionary history of (commercially13

important) marine species [13] as well as on how invasive14

species respond and adapt to novel environments [14] the anal-15

ysis of their genetic stock structure is fundamental [15]. Sim-16

ilarly, biodiversity assessment is essential to elucidate ecosys-17

tem functioning [16] and to identify taxa with potential for18

bioprospecting applications [17]. Furthermore, systems biol-19

ogy approaches provide both a theoretical and a technical back-20

ground for integrative analyses to flourish [18]. However, con-21

ventional methods do not offer the information needed to ex-22

plore the aforementioned scientific topics.23

High - throughput sequencing (HTS) and sister methods24

have launched a new era in many biological disciplines [19, 20].25

These technologies allowed access to the genetic, transcript,26

protein and metabolite repertoire [21] of studied taxa or popu-27

lations, and facilitated the analysis of organism-environment28

interactions in communities and ecosystems [22]. Whole29

Genome Sequencing (WGS) and Whole Transcriptome Sequenc-30

ing (WTS) approaches provide valuable information for the31

study of non-model taxa [23]. This information can be further32

enriched by genotyping-by-sequencing approaches, for in-33

stance Restriction site-associated DNA sequencing (RAD-seq)34

[24], or by investigating gene expression dynamics through35

Differential Expression (DE) analyses [25]. Moving from sin-36

gle species to assemblages, molecular-based identification37

and functional profiling of communities has become available38

through marker, genome or transcriptome sequencing from39

environmental DNA (eDNA) (metabarcoding, metagenomics,40

metatranscriptomics) [26]. These methods address the prob-41

lem of “how to produce and get access to the information?” on dif-42

ferent biological systems and molecules to a great extent.43

These 0’s and 1’s of information (i.e the data) come along44

with challenges regarding their management, analysis and in-45

tegration [27]. The computational requirements for these tasks46

by far exceed the capacity of a standard laptop/desktop by far,47

owing to the sheer volume of the data and to the computational48

complexity of the bioinformatic algorithms employed for their49

analysis. For example, building the de novo genome assembly50

of a non-model Eukaryote may require algorithms of nondeter-51

ministic polynomial time ((NP)-complete problem) complexity.52

This analysis can reach up to several hundreds or thousands of53

GB of memory (RAM) [28]. Hence, the challenges of “how to54

exploit all these data?" and "how to transform data into knowledge"55

set the present framework in biological research [29, 30].56

To address these computational challenges, the use of High-57

Performance Computing (HPC) systems has become essential58

in life sciences and systems biology [31]. HPC is the scien-59

tific field that aims at the optimal incorporation of technol-60

ogy, methodology, and application thereof to achieve “the great-61

est computing capability possible at any point in time and technol-62

ogy” [32]. Such systems range from a small number to several63

thousands of interconnected computers (compute nodes). Ac-64

cording to the Partnership foR Advanced Computing in Europe65

(PRACE), the European HPC facilities are categorized in: a. Eu-66

ropean Centres (Tier-0), b. national (Tier-1) and c. regional67

(Tier-2) centres [33]. As PRACE highlights, "computing drives68

science and science drives computing" in a great range of scien-69

tific fields; from the endeavor to maintain a sustainable Earth,70

to the efforts for expanding the frontiers in our understand-71

ing of the universe [34]. On top of the heavy computational72

requirements, biological analyses come with a series of other73

practical issues that often affect the bioinformatics-oriented74

HPC systems.75

Researchers with purely biological background often lack76

the coding skills or even the familiarity required for working77

with Command Line Interfaces (CLI) [34]. Virtual Research78

Environments (VREs) are web - based e - services platforms,79

particularly useful for researchers lacking expertise or / and80

computing resources [35]. Another common issue is that most81

analyses include a great number of steps, with the software82

used in each of these having equally numerous dependencies.83

Lack of continuous support for tools with different dependen-84

cies, as well as frequent and non-periodical versioning of the85

latter, often results in broken links and further compromises86

the reproducibility of analyses [36]. Widely-used container-87

ization technologies, e.g. Docker [37] and Singularity [38] en-88

sure reproducibility of software and replication of the analysis,89

thus partially addressing these challenges. By encapsulating90

software code along with all its corresponding dependencies in91

such containers, software packages become reproducible in any92

operating system in an easy-to-download-and-install fashion,93

on any infrastructure.94

The Institute of Marine Biology Biotechnology and Aquacul-95

ture (IMBBC) has been developing a computing hub which, in96

conjunction with national and European Research Infrastruc-97

tures (RIs), to support state of the art marine research. The98

regional IMBBC HPC facility allows processing of data that de-99

rive from the Institute’s sequencing platforms and expeditions,100

and from multiple external sources in the context of interdis-101

ciplinary studies. Here, we present insights from a thorough102

analysis of the research supported by the facility and some of103

its latest usage statistics in terms of resource requirements,104

computational methods and data types; the above have con-105

tributed in shaping the facility along its lifespan.106

2. The IMBBC HPC facility107

from a single server to a Tier-2 system108

The IMBBC HPC facility was launched in 2009 to support the109

computational needs over a range of scientific fields in marine110

biology, with a focus on non-model taxa [39]. The facility was111

initiated as an infrastructure of the hitherto Institute of Ma-112

rine Biology and Genetics (IMBG) of the Hellenic Centre for113

Marine Research (HCMR). Its development has followed the de-114

velopment of national RIs (Fig 1, also see [40] Section A1). The115

first nodes were used to support the analysis of datasets gener-116

ated from methods such as eDNA metabarcoding and multiple117

omics. Since 2015, the facility also supports VREs, including118

e-services and virtual laboratories (vLabs). The current con-119

figuration of the facility presented herein is named Zorba (box120

4 in Fig. 1) and will be upgraded within 2021 (see Section 7).121

Hereafter, Zorba refers to the specific system setup from 2015122

and onwards, while the facility throughout its lifespan will be123

referred to as "IMBBC HPC".124

Compiled on: July 6, 2021.
Draft manuscript prepared by the author.

https://imbbc.hcmr.gr/
https://imbbc.hcmr.gr/
https://imbbc.hcmr.gr/
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Figure 1. Evolution of the IMBBC HPC facility during the past 12 years, with hardware upgrade (blue boxes) and funding milestones (logos of RIs) highlighted. A
single server that launched the bioinformatics era in 2009 evolved to the current Tier-2 system Zorba (box 4), which allows processing a wide variety of information
from DNA sequences to biodiversity data. Different names of the facility denote distinct system architectures.

Zorba currently consists of 328 CPU cores, 2.3 TB total mem-125

ory and 105 TB storage. Job submission takes place on the126

four available computing partitions, or queues, as explained in127

Fig. 2. Zorba at its current state achieves a peak performance128

of 8.3 trillion double-precision floating-point operations per129

second, or 8.3 Tflops, as estimated by LinPack benchmarking130

[41]. On top of these, a total 7.5 TB is distributed to all servers131

for the storage of environment and system files. Interconnec-132

tion of both the compute and login nodes takes place via an133

infiniband (IB) interface of 40 Gbps capacity, which features134

very high throughput and very low latency. Infiniband is also135

used for a switched interconnection between the servers and136

the four available file systems. A thorough technical descrip-137

tion of Zorba is available at (see [40] Section A2).138

More than 200 software packages are currently installed139

and available to users at Zorba, covering the most common140

analysis types. These tools allow assembly, HTS data prepro-141

cessing, phylogenetic tree construction, ortholog finding, pop-142

ulation structure modeling, to name a few. Access to these143

packages is provided through Environment Modules, a broadly-144

used means of accessing software in HPC systems [42].145

During the last two years, Zorba has been moving from sys-146

tem - dependent pipelines previously developed at IMBBC (e.g.147

ParaMetabarCoding) towards containerization of available and148

new pipelines/tools. A complete metabarcoding analysis tool149

for various marker genes (PEMA) [43], the chained and auto-150

mated use of STACKS, software for population genetics anal-151

ysis from short-length sequences [44] (latest version), a set152

of statistical functions in R for the computation of biodiversity153

indices and analyses in cases of high computational demands154

[45], as well as a programming workflow for the automation of155

biodiversity historical data curation (DECO) are among the in-156

house developed containers. The standard container / image157

format used on Zorba is Singularity. Singularity images can be158

served by any Zorba partition; Docker images can run instantly159

as Singularity images. A thorough description of the software160

containers developed in Zorba can be found in the [40] Section161

D.162

Zorba daily function is ensured by a core team of four full-163

time experienced staff: a hardware officer, two system admin-164

istrators, and a permanent researcher in biodiversity informat-165

ics and data science.166

More than 70 users (internal and external scientists), inves-167

tigators, postdoctoral researchers, technicians, and doctoral /168

postgraduate students have gained access to the HPC infras-169

tructure until today. Support is provided officially through a170

helpdesk ticketing system. An average of 31 requests/month171

have been received (since June 2019), with the most demanded172

categories being troubleshooting (38.2%) and software instal-173

lation (23.8%). Since October 2017, monthly meetings among174

HPC users have been established to regularly discuss such is-175

sues.176

Proper scheduling of the submitted jobs and fair resource177

sharing is a major task that needs to be confronted day-to-178

day. To address this, a specific usage policy, for each of the179

various partitions, and a scheduling software tool set have180

been adopted in Zorba. Policy terms are dynamically adapted181

to the HPC hardware architecture and to the usage statistics,182

with revisions being discussed between the HPC core team and183

users. Simple Linux Utility for Resource Management (SLURM)184

open-source cluster management system orchestrates the job185

scheduling along with the allocation of resources and a booking186

system helps users to organize their projects and administra-187

tors to monitor the resource reservations on a mid-long term188

basis. A SLURM Database Daemon (slurmdbd) has also been189

installed to allow logging and recording of job usage statistics190

into a separate SQL database (see PREPRINT). An extended de-191

scription of user and job administration and orchestration can192

be found at (see [40] Section C1).193

Training is an integral component of the HPC facility mind-194

set since its launch and enables knowledge sharing across MSc,195

PhD students and researchers within and outside the Institute.196

Introductory courses are organized on a regular basis, aiming197

at familiarizing new users with Unix environments, program-198

ming, and HPC usage policy and resource allocation (e.g. job199

submission in SLURM). Furthermore, the IMBBC HPC facility200

has served, since 2011, as an international training platform201

for specific types of bioinformatic analyses (see [40] Section202

C2). For instance, the facility has provided computational re-203

sources for workshops on Microbial diversity, Genomics and204

https://hpc.hcmr.gr/software/
https://modules.readthedocs.io/en/latest/index.html
https://github.com/jacqueslagnel/ParaMetabarCoding
https://nellieangelova.github.io/RADseq_Containers/
https://github.com/lab42open-team/deco
https://hpc.hcmr.gr/docs/getting-started/policy/
https://hpc.hcmr.gr/booking
https://hpc.hcmr.gr/booking
https://hpc.hcmr.gr/booking
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
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Figure 2. Block diagram of the Zorba architecture. This is the IMBBC HPC facility architecture in its current setup, after 12 years of development. There are 2
login nodes and one intermediate where users may develop their analyses. Computational nodes are split into 4 partitions with different specs and policy terms:
bigmem supporting processes requiring up to 640 GB RAM, batch handling mostly (but not exclusively) parallel-driven jobs (either in a single node or across several
nodes), minibatch aiming to serve parallel jobs with reduced resource requirements and fast partition for non-intensive jobs.All servers, except file systems, run
Debian 9 (kernel 4.9.0-8-amd64).

http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
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Figure 3. Bar chart with the number of publications that have used IMBBC
HPC facility resources, grouped per scientific field. The different methods for
data acquisition are also presented. WGS: whole-genome sequencing; WTS:
whole-transcriptome sequencing.

Metagenomics, Genomics in Biodiversity, Next Generation Se-205

quencing technologies and informatics tools for studying ma-206

rine biodiversity and adaptation in the long term, or Ecolog-207

ical Data Analysis using R (ECODAR). The plan is to enhance208

and diversify the educational component of the HPC facility by209

providing courses on a more permanent basis and targeting a210

larger audience. An extensive listing of training activities is211

given at [40] Section C2.212

3. Computational breakdown of the IMBBC213

HPC-supported research214

Systematic labelling of IMBBC HPC-supported published stud-215

ies (n=47) was performed to highlight their resource require-216

ments. Each study was manually labelled with the relevant sci-217

entific field, the data acquisition method, the computational218

methods, and its resource requirements; all the annotations219

were validated by the corresponding authors (see [40] Section220

D2). It should be stated that the conclusions of this overview221

are specific to the studies conducted at IMBBC.222

The scientific fields of Aquaculture (~40% of studies), Bio-223

diversity (~26% of studies) and Organismal biology (~19% of224

studies) account for the majority of the research publications225

supported by the IMBBC HPC facility (Fig. 3 and [40] Supple-226

mentary file 1).227

On the other hand, studies in the Biotechnology and Agricul-228

ture fields indicate contemporary and beyond-marine orienta-229

tions of research at IMBBC, respectively (see [40] Section B2).230

In addition, eight methods of data acquisition (experimental231

or in silico) have been defined (Fig. 3). Among these meth-232

ods, WGS and WTS have been widely used in multiple fields233

(Biotechnology, Organismal Biology, Aquaculture). Conversely,234

ddRAD sequencing has been solely employed for population ge-235

netic studies in the context of Aquaculture.236

The 47 published studies employed different computational237

methods (sets of tasks executed on the HPC facility). These238

studies served different purposes, from a range of bioinformat-239

ics analyses to HPC-oriented software optimization. The com-240

putational methods were categorized in eight classes (Fig. 4).241

The resource requirements of each computational method were242

evaluated in terms of memory usage, computational time and243

storage. Reflecting the current Zorba capacity, studies which,244

in any part of their analysis, exceeded 128 GB of memory or/and245

48 hours of running time or/and 200 GB physical space were246

classified as studies with high demands (see [40] Supplemen-247

tary file: imbbc_hpc_labelling_data.xlsx).248

As shown in Fig. 4, the two most commonly used compu-249

tational methods have rather different resource requirements.250

While "differential expression (DE) analysis" shows a notable251

trend for both long computational time (Fig. 4A), and high252

memory (Fig. 4B), "eDNA-based community analysis" does253

not have high resource requirements either in computation254

time or memory. High memory was commonly associated with255

computational methods including de novo assembly; all rele-256

vant research concerned non-model taxa and involved short-257

read sequencing or combinations of short- and long-read se-258

quencing. By contrast, "phylogenetic analysis" did not involve259

intensive RAM use; this is largely due to the fact that software260

used by IMBBC users adopts parallel solutions for tree construc-261

tion. Long computational times (Fig. 4A) were most often262

observed at the functional annotation step in "transcriptome263

analysis", "DE analysis" and "comparative and evolutionary264

omics", when this step involved BLAST queries of thousands265

of predicted genes against large databases such as nr (NCBI).266

Finally, a common challenge emerging from all bioinformatic267

approaches is the significant storage limitations (Fig. 4C); this268

challenge was associated with the use of HTS technologies that269

produce large raw data, and the analysis of which involves cre-270

ation of numerous intermediate files.271

Overall, published studies using the IMBBC HPC facility272

show a degree of variance with respect to the types of tools273

used (depending on the user, its bioinformatic literacy, and274

other factors), each of which is more or less optimized with275

respect to HPC use. Moreover, the variance in computational276

needs observed within each type of computational method, re-277

flects the diversity of the studied taxonomic groups. For in-278

stance, "transcriptome analysis" (involving de novo assembly279

and functional annotation steps) was employed for the study of280

taxa as diverse as Bacteria, sponges, Fungi, fish and goose bar-281

nacles. The complexity of each of these organisms’ transcrip-282

tomes can explain to a large extent the differences observed in283

computational time, memory and storage.284

Furthermore, Zorba CPU and RAM statistics collected since285

2019 allowed observing some overall patterns: An average com-286

putation load per month of less than or close to 50% of its max287

capacity (50% of 236 kilocorehours/month) for most (20) out of288

the 24 months of the logging period was one of these. Memory289

requirements were also heterogeneous: most (90%) of a 44K290

jobs performed in the same 24 month period, required less than291

10 GB of RAM. 0.30% of the jobs required more than 128 GB292

of RAM, i.e. exceeding the memory capacity of the main com-293

pute nodes (batch partition). The detailed usage statistics of294

Zorba are described in [40] Section B1 and Supplementary file:295

zorba_usage_statistics.xlsx.296

4. Scientific impact stories297

Below, some examples of research results that were made pos-298

sible with the IMBBC HPC facility are described. This list of299

“use cases” is by no means exhaustive, but rather an attempt300

to highlight different fields of research supported by the facility301

along with their distinct computational features.302

http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/microbial-diversity-genomics-and-metagenomics
http://www.marbigen.org/content/workshop-genomics-biodiversity
https://sites.google.com/site/workshopimbg/
https://sites.google.com/site/workshopimbg/
https://sites.google.com/site/workshopimbg/
https://sites.google.com/site/workshopimbg/
https://sites.google.com/site/workshopimbg/
https://summer-schools.aegean.gr/EcoDAR2014
https://summer-schools.aegean.gr/EcoDAR2014
https://summer-schools.aegean.gr/EcoDAR2014
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Figure 4. Resource requirements of the various computational methods employed at the IMBBC HPC facility to support published research A) long computational
time (>48h), B) high memory (>128 G B)high storage requirements (>200 GB) and C) red color denotes studies with high requirement for a certain HPC feature.
For instance, all eDNA-based community analyses performed at Zorba until now have not required long computational time.

A. Invasive species range expansion detected with303

eDNA data from ARMS304

The Mediterranean biodiversity and ecosystems are experienc-305

ing profound transformations owing to Lessepsian migration,306

international shipping, and aquaculture, which lead to the mi-307

gration of nearly 1000 alien species [46]. The first step to-308

wards addressing the effects of these invasions is the moni-309

toring of the introduced taxa. eDNA metabarcoding has proved310

a powerful tool in this direction, allowing detection of inva-311

sive species [47], often preceding macroscopic detection. One312

such example is the first record of the nudibranch Anteaeoli-313

diella lurana (Ev. Marcus & Er. Marcus, 1967) in Greek waters314

in 2020 [48]. eDNA metabarcoding analysis allowed detecting315

the species with high confidence on fouling communities de-316

veloped on Autonomous Reef Monitoring Structures (ARMS).317

This finding, confirmed with image analysis of photographic318

records on a later deployment period, is an example of work319

conducted within the framework of the European ASSEMBLE320

plus programme (ARMS-MBON). PEMA software [43] was used321

in this study as well as in the 30-month pilot phase of ARMS-322

MBON [49].323

B. Providing omics resources for large genome-size,324

non-model taxa325

Zorba has been used for building and annotating numerous de326

novo genome and transcriptome assemblies of marine species327

such as the gilthead sea bream Sparus aurata [50] or the greater328

amberjack Seriola dumerili [51]. Both genome and transcrip-329

tome assemblies of species with large genomes often exceed330

the maximum available memory limit, eventually affecting the331

strategic choices for Zorba future upgrades (see Section 7). For332

instance, building the draft genome assembly of the seagrass333

Halophila stipulacea (estimated genome size 3.5 GB) using Il-334

lumina short reads has been challenging even for seemingly335

simple tasks such as a kmer analysis [52]. Taking advantage336

of short and long-read sequencing technologies to construct337

high-quality reference genomes, the near-chromosome level338

genome assembly of Lagocephalus sceleratus (Gmelin, 1789) was339

recently completed, as a case study of high ecological interest340

due to the species’ successful invasion throughout the Eastern341

Mediterranean [53]. In the context of this study, an automated342

containerized pipeline allowing high-quality genome assem-343

blies from Oxford Nanopore and Illumina data was developed344

(SnakeCube, [54]). The availability of standardized pipelines345

offers great perspectives for in-depth studies of numerous ma-346

rine species of interest in aquaculture and conservation biol-347

ogy, including rigorous phylogenomic analyses to position each348

species in the tree of life (e.g.[55]).349

C. DE analysis of aquaculture fish species sheds light350

on critical phenotypes351

Distinct observable properties such as morphology, develop-352

ment, and behavior, characterize living taxa. The correspond-353

ing phenotypes may be controlled by the interplay between354

specific genotypes and the environment. To capture an indi-355

vidual’s genotype at a specific time point, molecular tools for356

transcript quantification have followed the fast development357

of technologies, with Expressed Sequence Tags (EST) being the358

first approach to be historically used, especially suited for non-359

model taxa [56]. Nowadays, the physiological state of aquacul-360

ture species is retrieved through investigation of stage-specific361

and immune- and stress response-specific transcriptomic pro-362

files using RNAseq. The corresponding computational work-363

flows involve installing various tools at Zorba and implement-364

ing a series of steps that often take days to compute. These365

analyses, besides detecting transcripts at a specific physiologi-366

cal state, have successfully identified regulatory elements such367

as microRNAs. Through the construction of a regulatory net-368

work with putative target genes, microRNAs have been linked369

to the transcriptome expression patterns. The most recent ex-370

ample is the identification of microRNAs and their putative tar-371

get genes involved in ovary maturation [57].372

D. Large-scale ecological statistics: Are all taxa equal?373

The nomenclature of living organisms, as well as their descrip-374

tion and their classification under a specific nomenclature code,375

have been studied for more than two centuries. Up to now, all376

the species present in an ecosystem are considered equal, in377

terms of their contribution to diversity. However, this “ax-378

iome” has been tested only once before, on the UK’s marine379

animal phyla, showing the inconsistency of the traditional Lin-380

naean classification between different major groups [58]). In381

[59] the average taxonomic distinctness index ( ∆+ ) and its382

variation ( Lambda+ ) were calculated on a matrix deriving from383

the complete World Register of Marine Species (WoRMS) [60],384

containing more than 250,000 described species of marine an-385

imals. It is the R-vLab web application along with its HPC386

high RAM back-end components (on bigmem, see Section 2) that387

https://nellieangelova.github.io/De-Novo_Genome_Assembly_Pipelines/
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made such a calculation possible. This is the first time such388

a hypothesis is tested on a global scale. Preliminary results389

show that the two biodiversity indices exhibit complementary390

patterns and that there is a highly significant, yet non-linear391

relationship between the number of species within a phylum392

and the average distance through the taxonomic hierarchy.393

E. Discovery of novel enzymes for bioremediation394

Polychlorinated biphenyls (PCBs) are complex, recalcitrant pol-395

lutants that pose a serious threat to wildlife and human health.396

Identification of novel enzymes that can degrade such organic397

pollutants is intensively studied in the emerging field of biore-398

mediation. In the context of the Horizon 2020 TASCMAR399

project, global ocean sampling provided a large biobank of fun-400

gal invertebrate symbionts, and through large-scale screening401

and bioreactor culturing, a marine-derived fungus able to re-402

move a PCB compound was identified for the first time. Zorba403

resources and domain expertise in fungal genomics were used404

as a CMBR service for the analysis of multi-omic data for this405

symbiont. Following genome assembly of Cladosporium sp. TM-406

S3 [61], transcriptome assembly and phylogenetic analysis re-407

vealed the full diversity of the symbiont’s multicopper oxi-408

dases, enzymes commonly involved in oxidative degradation409

[62]. Among these, two laccase-like proteins shown to remove410

up to 71% of the PCB compound are now being expressed to411

optimize their use as novel biocatalysts. This step would not412

have been possible without the annotation of the Cladosporium413

genome with transcriptome data; mapping of the purified en-414

zymes’ LC-MS spectra against the set of predicted proteins al-415

lowed to identify their corresponding sequences.416

5. Lessons learned417

A. Depth and breadth are both required for a bioinfor-418

matics - oriented HPC419

In our experience, the vast majority of the analyses run at the420

IMBBC HPC infrastructure are CPU-intensive. RAM-intensive421

jobs (>128 GB RAM, see Section 3) represent only ~0.3% of422

the total jobs executed over the last 2 years (see [40] Section423

B1). Despite the difference in frequency of executed jobs with424

distinct requirements, serving both types of jobs and ensur-425

ing their successful completion is equally important for ad-426

dressing fundamental marine research questions (as shown427

in Section 3). The need for both HPC depth (the need for a428

few high-memory nodes) and breadth (a number of slimmer429

nodes) has been previously reported [31]. This need reflects430

the idiosyncrasy of different bioinformatics analysis steps, of-431

ten even within the same workflow. High-memory nodes are432

cannot-do-without for tasks such as de novo assembly of large433

genomes, while the availability of as many as possible less pow-434

erful nodes can speed up the execution of less demanding tasks,435

and free resources for other users to compute. Future research436

directions and the available budget further dictate tailoring of437

the HPC depth and breadth. Cloud-based services, e.g. for438

containerized workflows, may also facilitate this process once439

these become more affordable.440

B. Quota. . . overloaded441

We observed that independently of the type of analysis, stor-442

age was an issue for all Zorba users (Fig. 4). A high percentage443

of these issues relate to the raw data from HTS projects. These444

data are permanently stored in the home directories, occupying445

significant space. This, in conjunction with the fact that users446

delete their data with great reluctance, makes storage one of447

the major issues of daily use in Zorba. In specific cases where448

users’ quota was exceeded uncontrollably, the Zorba team has449

been applying compression of raw and output data in contact450

with the user, but this is by no means a stable strategy. More451

generally, the performance of the existing storage configura-452

tion in Zorba being close to reaching its limits with the in-453

crease in users and its concurrent use, several solutions have454

been adopted to resolve the issue. The most long-lasting solu-455

tion has been the adoption of a per - user quota system to al-456

low storage sustainability and fairness in our allocation policy.457

This quota system constitutes nevertheless a limiting factor in458

pipeline execution, since lots of software tools produce unpre-459

dictably too many intermediate files, which not only increase460

storage but also cause job failures due to space restrictions. We461

managed the above issue by adding a scratch filesystem as an462

intermediate storage area for the runtime capacity needs. Fol-463

lowing completion of their analysis, users retain only the useful464

files and the rest are permanently removed. A storage upgrade465

scheduled within 2021 (see Section 7) is expected to alleviate466

current storage challenges in Zorba. However, given the ever467

increasing data production (e.g. as the result of decreasing se-468

quencing costs, and/or of rising imaging technologies), respon-469

sible storage use approaches as described here remain only par-470

tial solutions to anticipated future storage needs. Centralized471

(Tier-1 or higher) storage solutions represent a longer-term472

solution, which is in line with current views on how to han-473

dle big data generated by international research consortia in a474

long-lasting manner.475

C. Continuous intercommunication among different476

disciplines matters477

Smooth function of an HPC system and exploitation of its full478

potential for research requires stable employment of a core479

team of computer scientists and engineers, in close collabo-480

ration with an extended team of researchers. At least four dis-481

ciplines are involved in Zorba-related issues: Computer scien-482

tists, Engineers, Biologists (in the broad sense, including ecol-483

ogists, genomicists, etc.), and Bioinformaticians with varying484

degrees of literacy in Biology and Informatics and various do-485

main specializations (comparative genomics, biodiversity in-486

formatics, bacterial metagenomics, etc). Continuous commu-487

nication among representatives of these four disciplines has488

been substantial to research supported by Zorba and to the evo-489

lution of the HPC system itself over time. In our experience,490

an HPC system cannot function effectively and for long with-491

out full-time system administrators, nor with bioinformati-492

cians alone. Although it has not been the case since the sys-493

tem’s onset, investment in monthly meetings, seminars, and494

training events (in biology, containers, domain-specific appli-495

cations, and computer science, see Section 2) are the only way496

to establish stable intercommunication among different play-497

ers of an HPC system. Such proximity translates into timely498

and adequate systems and bioinformatics analysis support; an499

element that in its turn translates into successful research (See500

Section 3). It should be noted that the overall good experience501

in connectivity among different HPC "players" derives from502

Zorba being a Tier-2 system, with a number of active perma-503

nent users in the order of tens. The establishment of such504

inter-communication was relatively straightforward to imple-505

ment with periodic meetings and the assistance of ticketing506

and other management solutions (see [40] Section C1).507

http://www.tascmar.eu/
http://www.tascmar.eu/
http://www.tascmar.eu/
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D. The way forward: Develop locally, share and deploy508

centrally509

The various approaches regarding the function of an HPC sys-510

tem are strongly related to the different viewpoints of the aca-511

demic communities towards the relatively new disciplines of512

Bioinformatics and Big Data. These approaches are strongly513

affected by national and international decisions that affect the514

ability to fund supercomputer systems. There are advantages515

in deploying bioinformatics - oriented HPC systems in cen-516

tralized (Tier-0, Tier-1) facilities. Better prices at hardware517

purchases, easier access to HPC-tailored facilities, for instance518

in terms of the cooling system and physical space, or expe-519

rienced technical personnel (see also [31]). However, syner-520

gies between regional (Tier-2) and centralized HPC systems are521

fundamental for moving forward in supporting the diverse and522

demanding needs of bioinformatics. An example of such syn-523

ergies concerns technical solutions (e.g. containerization) that524

address long-standing software sharing issues. In our experi-525

ence, a workflow/pipeline can be developed by experts within526

the context of a specific project in a regional HPC facility. Once527

a production version of the pipeline is packaged, it can be dis-528

tributed to centralized systems to cover a broader user audience529

(see Section 2). Singularity containers have been developed530

to utterly suit HPC environments, mostly because they permit531

root access of the system in all cases. In addition, Singular-532

ity is compatible with all Docker images and can be used with533

Graphics Processing Units (GPUs) and Message Passing Inter-534

face (MPI) applications. This is why we chose to run containers535

in a Singularity format at Zorba. However, as Docker containers536

are widely used, especially in cloud computing (see more about537

cloud computing in Section 6), workflows and services pro-538

duced at IMBBC are offered in both container formats. Contain-539

ers are an already established technology, used by the biggest540

cloud providers worldwide and increasingly by non-profit re-541

search Institutes. Despite “indirect costs” (e.g costs to con-542

tainerize legacy software) we believe that these technologies543

will become the norm in the future, especially in the context of544

reproducibility and interoperability of bioinformatics analysis.545

546

E. Software optimizations for parallel execution547

The most common ways of achieving implicit or explicit par-548

allelization in modern multicore systems for Bioinformatics,549

Computational Biology, and Systems Biology software tools,550

are the software threads - provided by programming languages551

- and/or the OpenMP API [63]. These types of multiprocessing552

make good use of the available cores on a multicore system (sin-553

gle node), but they are not capable of combining the available554

CPU cores from more than one node. Some other software tools555

use MPI to spawn processing chunks to many servers and/or556

cores, or (even better) combine MPI with OpenMP/Threads to557

maximize the parallelization in Hybrid models of concurrency.558

Such designs are now used to a great extent in some cases,559

such as phylogeny inference software that makes use of Monte560

Carlo Markov Chain (MCMC) samplers. However, these cases561

are but a small number compared to the majority of bioinfor-562

matics tasks, while their usage in other analyses is low. At the563

hardware level, simultaneous multithreading is not enabled in564

the compute nodes of the IMBBC HPC infrastructure. Since the565

majority of analyses running on the cluster demand dedicated566

cores, hardware multithreading does not perform well. In our567

experience, the existence of more (logical) cores in compute568

nodes misleads the least experienced users into using more569

threads than the physically available ones, which slows down570

their executions. On the other hand, assisting servers (filesys-571

tems, login nodes, web servers) make use of hardware mul-572

tithreading, since they serve numerous small tasks from dif-573

ferent users/sources which commonly contain I/O operations.574

GPUs provide an alternative way for parallel execution, but they575

are supported by a limited number of bioinformatics software576

tools. Nevertheless, GPUs can optimize the execution process577

in specific, widely-used bioinformatic analyses, such as se-578

quence alignment [64, 65], image processing in microtomog-579

raphy (e.g. microCT), or basecalling of Nanopore raw data.580

6. Cloud computing581

A recent alternative to traditional HPC systems, such as the one582

described in this review, is cloud computing. Cloud computing583

is the way of organizing computing resources so they are pro-584

vided over the Internet ("cloud"). This paradigm of computing585

requires the minimum management effort possible [66]. Cloud586

computing providers exist in both commercial vendors and587

academic/publicly-funded institutions and infrastructures (for588

more on cloud computing for bioinformatics, [67]). Computing589

resources can be reserved from individuals, institutions, orga-590

nizations or even scientific communities. The most widely-591

known commercial cloud providers are the "big three" of cloud592

computing, namely Amazon Web Services (AWS), Google Cloud593

Platform and Microsoft Azure, while other cloud vendors are594

constantly emerging. Academic/publicly-funded providers are595

also available, e.g. the EMBL–EBI Embassy Cloud.596

Cloud computing services are increasingly adopted in re-597

search, mainly because they offer simplicity and high availabil-598

ity to users with reduced or even no experience in HPC systems,599

through web interfaces. For this type of users, time needed600

for data manipulation, software installation and user-system601

interaction is significantly reduced compared to using a local602

HPC facility.603

Container technologies, especially Docker, along with con-604

tainer - management systems such as Kubernetes combined605

with OpenStack have been widely used in a number cloud com-606

puting systems, in particular in the research domain.It should607

be noted, however, tool experimentation and benchmarking608

is more limited in cloud computing compared to local facili-609

ties, and is costly, since it demands additional corehours of610

segmented computation. In-house HPC infrastructures can be611

fully configured to suit specific research area needs (storage612

available, fast interconnection for MPI jobs, number of CPUs613

versus available RAM, assisting services, etc.). Moreover, in614

cases where InfiniBand (IB) interconnection, a computer net-615

working communications standard, is adopted in HPC, the per-616

formance in jobs and software that take advantage of it is sub-617

stantial. Given the features and advantages of each approach618

(mentioned above) one could foresee the scenario of combining619

them to address the research community needs.620

7. Future Directions621

An upgrade of the existing hardware design of Zorba has been622

scheduled in 2021, funded by the CMBR RI (Fig. 1). More specif-623

ically:624

i. 3 nodes of 40 CPU physical cores will be added through625

new partitions (120 cores in total)626

ii. the total RAM will be increased by 3.5 TB627

iii. 100 TB of cold storage will be installed and is expected to628

alleviate the archiving problem at the existing homes/scratch629

file systems630

iv. the total usable existing storage capacity for users in631

home and scratch partitions will be increased by approxi-632

https://aws.amazon.com/
https://cloud.google.com/
https://cloud.google.com/
https://cloud.google.com/
https://azure.microsoft.com/
https://www.embassycloud.org/
https://kubernetes.io/
https://www.openstack.org/
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mately 100 TB633

With this upgrade, it is expected that the total computa-634

tional power of Zorba will be increased by approximately 6635

TFlops, while the infrastructure will be capable of serving636

memory-intensive jobs requiring up to 1.5 TB of RAM, hosted637

on a single node. Eventually, more users will be able to concur-638

rently load and analyze big datasets on the filesystems. Over639

the coming 2 years, Zorba is also expected to have two major640

additions:641

i. the acquisition of a number of GPU nodes to build a new642

partition especially for serving software that has been ported643

to run on GPUs644

ii. the design of a parallel file system (Ceph or Lustre) to op-645

timize concurrent I/O operations to speed up CPU-intensive646

jobs.647

The expectation is that the upcoming upgrade of Zorba will648

further enhance collaborations with external users, since the649

types of bioinformatic tasks supported by the infrastructure650

are common to other disciplines beyond marine science, such651

as environmental omics research in the broad term. A national-652

wide survey targeting the community of researchers studying653

the environment and adopting the same approaches (HTS, bio-654

diversity monitoring) has revealed that their computational655

and training needs are on the rise (A. Gioti et al., unpub-656

lished observations). Usage peaks and valleys were observed657

in Zorba (see[40] Section B1), similarly to other HTS-oriented658

HPC systems [31]. It is therefore feasible to share Zorba idling659

time with other scientific communities. Besides, the Zorba up-660

grade comes very timely in a period where additional computa-661

tional infrastructures emerge: The Cloud infrastructure EG-CI,662

funded by the Greek node of ELIXIR, is currently at the pre-663

production phase. It will constitute a national Tier-1 HPC facil-664

ity, designed to host ~50 computational nodes of different ca-665

pabilities (regular servers, GPU-enabled servers, SSD-enabled666

servers, etc), and provide users the option to either create cus-667

tom Virtual Machines for their computational services or to up-668

load and execute workflows of containerised scientific software669

packages. In this context, a strategic combination of Zorba and670

EG-CI capabilities is expected to build a strong computational671

basis in Greece. It is also expected that Zorba functionality672

will be augmented through its connection with the Super Com-673

puting Installations of LifeWatch ERIC (e.g. Picasso facility in674

Malaga, Spain). Building upon the lessons learned of the last675

twelve years, a foreseeable challenge for the facility is the en-676

hancement of its usage monitoring to the example of interna-677

tional HPC systems [68], in order to allow even more efficient678

use of computational resources.679

8. Conclusions680

Zorba is an established Tier-2 HPC regional facility operating in681

Crete, Greece. It serves as an interdisciplinary computing hub682

in the eastern Mediterranean, where studies in marine conser-683

vation, invasive species, extreme environments, and aquacul-684

ture are of great scientific and socio-economic interest. The685

facility has supported, since its launch over a decade ago, a686

number of different fields of marine research, covering all king-687

doms of life; it can also share part of its resources to support688

research beyond the marine sciences.689

The operational structure of Zorba enables continuous com-690

munication between users and administrators for more effec-691

tive user support, troubleshooting and job scheduling. More692

specifically, training, regular meetings and containerization693

of in-house pipelines have proven constructive for all teams,694

students and collaborators of IMBBC. This operational struc-695

ture has evolved over the years based on the needs of the fa-696

cility’s users and the available resources. The practical solu-697

tions adopted, from hardware (e.g. depth/breadth balanced698

structure, user quotas and temporary storage), to software (e.g.699

modularized bioinformatics application maintenance and con-700

tainerization) and human resource management (e.g. frequent701

intercommunication, continuous cross-discipline training) re-702

flect IMBBC research to a large extent. However, and by incre-703

menting previous reviews [31], other Institutes and HPC facili-704

ties can be informed on the lessons learned (see Section 5), and705

reflect on the computational requirement analysis of the meth-706

ods presented (see Section 3) through the spectrum of their707

own research so as to plan ahead.708

HPC facilities could reach a benefit greater than the sum of709

their capacities once they interconnect. The IMBBC HPC facility710

lies at the crossroad of three RIs, CMBR (Greek node of EMBRC-711

ERIC), LifeWatchGreece (Greek node of LifeWatch ERIC) and712

ELIXIR Greece, and will pursue via these further collaboration713

at larger Tier-0 and Tier-1 levels.714
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