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Supplementary Figure 1. The components of a prime editor (PE). PE consists of a Cas9 nickase fused 
with reverse transcriptase (blue bubble) and a pegRNA. The pegRNA sequence contains a standard sgRNA 
(red curve), a primer-binding site (PBS, cyan curve) that primes the RT reaction, and a reverse-transcription 
template (RTT, green curve) that copies the desired edit. Another standard sgRNA, called nick gRNA (blue 
curve), can nick the non-edited strand to further increase the editing efficiency. Grey lines are DNA at the 
targeted locus. 
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Supplementary Figure 2. Nested cross-validation framework. The outer cross-validation loop randomly 
split the data into 5 folds, of which 4 folds were used for training and the remaining fold was used for testing. 
Then, for each training set, the optimal parameters were determined using the inner loop, which was 
another 3-fold cross-validation consisting of a grid search of parameters. The final reported Pearson 
correlation was the mean Pearson correlation from the outer 5-fold cross-validation. For reporting, both 
Spearman and Pearson correlation were calculated. 
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Supplementary Figure S3. Easy-Prime GWAS application. a, A nested pie-chart showing the prime 
editors (PEs) for GWAS variants designed by Easy-Prime. The outer layer represents the different variant 
types: substitution, deletion, and insertion. The middle layer represents the PE types: PAM disruption 
(dPAM), PE3, and PE3b. The inner layer represents the predicted efficiency: high (≥40%), median (between 
10% and 40%), and low (≤10%). b, Histogram showing the distribution of the numbers of optimized sets of 
pegRNA and ngRNA per variant. Average number is 924. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

GWAS variants
(n=152,351)

Variant Type

PE Type

Predicted E!ciency

a b



 
 
Supplementary Figure S4. Easy-Prime PE design steps. 
  

Input: variants (vcf or fasta)

Initiation: search sgRNA ± 200bp 
centered at target mutation

Expansion: search RTT, PBS, 
ngRNA for each sgRNA

Ranking: predict editing efficiency 
for each pegRNA combination

Visualization: inspect pegRNA
sequence and genome location


