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SUPPLEMENTARY METHODS 
 
Determination of membrane diffusion and dissociation rates by FRAP 
Diffusion coefficients and membrane dissociation constants were determined by fitting FRAP 
recovery profiles to a 1D model (Fig S4). The method relies on the different effects of diffusion 
and association/dissociation on the recovery, with diffusion providing smoothing of profile over 
time (71) and association/dissociation contributing to uniform recovery. 
Experimental FRAP profiles. Experimental fluorescence intensity profiles were acquired after 
photobleaching of a rectangular region and imaging, on the top surface of S. pombe cells (Fig S4A; 
see experimental details in the experimental methods). We corrected for photobleaching after the 
initial FRAP event by multiplying all intensities by 𝑒!"	after background subtraction, where k is 
the exponential decay constant of the average intensity of a neighboring non-bleached cell. From 
these photobleach-corrected images we determined the intensity profile I(x,t) by defining a 
rectangular region of interest along the long axis of a bleached cell with width ~2 μm, excluding 
the region close to the cell tips, and calculated the average intensity along this line at points spaced 
0.0425 μm (1 pixel) apart through the bleaching recovery using ImageJ’s getProfile function (Fig 
S4B). 
Model with diffusion and association/dissociation used for fitting.  To match the experimental 
bleach recovery, we modelled the evolution of the concentration profile of a membrane-associated 
protein, 𝑐#(𝑥, 𝑡), along a 1D line with reflecting boundaries at positions 𝑥$,	𝑥%, defining the size 
of the finite membrane reservoir (approximately the location of cell poles and beyond, to include 
the back side of the cell). The x-dimension in the model corresponds to the long axis of the cell. 
We assumed 𝑐#(𝑥, 𝑡) obeys the following equations, which include both the effects of diffusion 
and membrane binding/unbinding: 

𝜕𝑐!(𝑥, 𝑡)
𝜕𝑡 = 𝐷

𝜕"𝑐!(𝑥, 𝑡)
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	,     (5) 

where 𝑐# is concentration on the membrane , 𝐶 is the number of proteins in the cytoplasm, 𝐶"&" is 
the total number of proteins, and 𝑘&'' , 𝑘&( are the  membrane dissociation and association rate 
constants. We do not write a separate diffusion equation for the cytoplasm, assuming that 
cytoplasmic diffusion is sufficiently fast. We also specifically consider the limit where most of the 
proteins are on the membrane: 𝐶(𝑡) ≪ 𝐶"&", (equivalently, the limit of sufficiently large	𝑘&(). The 
Green’s function describing the probability for a single protein being at position 𝑥  at time 𝑡, given 
that it was at position 𝑥) at time 𝑡 = 0 is 

𝑝(𝑥, 𝑡|𝑥(, 0) = e)*#$$&𝑝+(𝑥, 𝑡) +
,)-%&#$$'

'!)'"
,                     (6) 

where 𝑝*	(𝑥, 𝑡) accounts for the probability of the particle position due to diffusion alone: 

𝑝+(𝑥, 𝑡|𝑥(, 0) =
,
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%2
'!)'"

       (7) 

General procedure of fitting experimental I(x,t) profiles. Assuming 𝑐#(𝑥, 𝑡) is proportional to the 
experimental 𝐼(𝑥, 𝑡), we solve for 𝑐#(𝑥, 𝑡) given an initial condition 𝑐#(𝑥, 0) that is proportional 
to the intensity profile imaged immediately after the photobleaching, 𝐼(𝑥, 0). We then fit the model 



 
 

	
	

to both x and t after photobleaching simultaneously, using SciPy’s optimization curve fitting to get 
a single best fit value for 𝐷 and 𝑘&'' as described below. The sum in Eq. (7) was carried up to n = 
500. We checked that replacing this by 250 did not have a significant effect on the values 
determined for D and 𝑘&'' for our experimental data. 

Evaluation of initial intensity distribution and simulation boundary positions	𝑥$		and	𝑥%. The 
intensity profile is divided into three regions: left, middle, and right (Fig S4B). The intensity in the 
middle region, defined to be between 𝑥+ and 𝑥, where 𝑥$ ≤ 𝑥+ ≤ 𝑥, ≤ 	𝑥%, is determined by the 
intensity profile 𝐼-) immediately after photobleaching, evaluated at pixels i of the projected profile, 
corresponding to positions 𝑥- (Fig S4B). The middle region is therefore treated as a sum of 𝑛 =
∆𝑥/(𝑥, − 𝑥+) separate integrals, where ∆𝑥	is the pixel size. The lengths of the left and right 
flanking regions are both equal to 𝑙., with 𝑙. = 𝑥+ − 𝑥$ = 𝑥% − 𝑥,. We average the intensity of 
the pre-bleached cell over the middle region and set this as the initial intensity of the two flanking 
regions, 𝐼.). The value of 𝑙. determines the uniform intensity at long times, 𝐼/, according to mass 
conservation: 

(2𝑙3 +	𝑥4 − 𝑥5)𝐼/ = ∑ 𝐼6(∆𝑥%
60( + 2𝑙3 	𝐼7(.     (8) 

The long time intensity	𝐼/, or equivalently 𝑙., is determined via the fitting procedure. In mutants 
where the 𝑙. value drifted towards 0 or large numbers, it was restricted to be in the range 2-10 µm.  
Evolution of concentration on a discrete lattice starting from a given initial condition.  The 
equation describing the concentration or intensity as a function of position 𝑥- 		corresponding to 
pixel i	, and time is found by integration, 𝐼#&+,0(𝑥- , 𝑡) = ∫ 𝐼(𝑥1, 0)𝑝(𝑥- , 𝑡|𝑥′, 0)𝑑𝑥′

28
29

, which, using 
Equations (6) and (7) gives: 
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where 𝑆2?,2@(𝑥, 𝑡) = ∑ ,ABCDE
@

4E
/
#56 cosC𝜆#(𝑥 − 𝑥$)E FsinC𝜆#(𝑥7 − 𝑥$)E − sinC𝜆#(𝑥6 − 𝑥$)EH 

and 𝜆( is given in Equation (7). Here, the initial intensity 𝐼(𝑥, 0)	at 𝑥- < 𝑥 < 𝑥-86 was assumed to 
be given by 0.5(𝐼-) + 𝐼-86) ). An example of a fit over time to the experimental FRAP data for a cell 
expressing 1xRitC-GFP using this expression is shown in Fig S4C. 

Accuracy of determining 𝐷 and 𝑘&''. The fit to each FRAP profile determines the single best fit 
values for 𝐷 and 𝑘&'' for each cell, corresponding to the largest  𝑅7 value that is a measure of the 
goodness of the fit. These two values are not independent of each other: since both contribute to 
recovery, increasing the value of one parameter can be partly compensated by a decrease in the 
other (even though they influence the evolution of the profile differently, depending on the size of 
the bleached region). Additionally, one of the two parameters may be too small and thus dominated 
by the other. These complications are reflected in a large scatter of values for 𝐷 and 𝑘&'' among 
cells (Fig 3A, 4B and 5G). To check that despite this scatter, averaging over cells is meaningful, 
we developed a global procedure to determine the best 𝐷 and 𝑘&'' simultaneously for all cells. For 



 
 

	
	

each cell of a given cell type, we varied 𝐷 and 𝑘&''	over six orders of magnitude and calculated 
the 𝑅7 value. We then plotted the 𝑅7 value as function of 𝐷 and 𝑘&'', averaged over all cells of 
the same cell type (Fig S4D-F). The best fitting regions indicated by high values of 𝑅7 typically 
form a pair of branches: one horizontal (constant 𝑘&'') and the other vertical (constant D) which 
intersect to form a curved bend. The median of the best fit value for 𝐷 and 𝑘&'' as determined by 
the 1D model is indicated by a red circle. For most photobleached proteins this highest average 𝑅7 
(indicated by a blue circle) is close to the median of the best fit values from the 1D model. One 
case does not show particularly good consistency (1x cc-CBD-Δ2), where the highest average 𝑅7 
is at very low values of 𝑘&''), suggesting that the values determined for D and 𝑘&'' for these 
proteins is not reliable. Vertical or horizontal regions of high 𝑅7	that extend beyond the boundaries 
of the graphs also indicate that the parameter varied along such a region may only be determined 
up to an upper limit. They typically correspond to scattered 𝐷 and 𝑘&'' values in Fig 3A, 4B and 
5G. Finally, the line defining the ridge of the pair of branches that intersect to form a curved bend 
in Fig S4D,E is plotted as continuous line in Fig 3A,D and 4D to indicate the different 
combinations of 𝐷 and 𝑘&''	that provide similar overall recovery.  

Simulations to validate FRAP fitting procedure. One limitation of our FRAP fit method to extract 
𝐷 and 𝑘&'' is that we neglect the diffusion along the radial cylindrical direction. To examine the 
implications of this limitation, as well as another check of our method, we simulated FRAP 
experiments accounting for diffusion and membrane association/dissociation of particles on the 
surface of a cylinder with reflecting boundary conditions at the ends. We used a similar method as 
used for the sphere model with 50,000 particles on the surface of a cylinder with radius 2 μm and 
length 12 μm. As with the discrete sphere model, we fix 𝑘&( = 0.01	𝑠96. The displacement is 
calculated as √2𝐷∆𝑡𝜉(𝑡) independently in both directions in the plane tangent to the cylinder 
surface, where ∆𝑡 is the timestep determined from the Gillespie algorithm and 𝜉(𝑡) is a random 
Gaussian distributed variable with zero mean and unit variance. The displacement along the long 
axis of the cylinder needs no modification, but the displacement in the radial direction is projected 
down onto the cylinder surface while maintaining the distance as with the sphere model. To ensure 
that the radial diffusion is properly implemented, we measure the change in the azimuthal angle, 
〈𝜙(𝑡)7〉, as a function of time up to a time step of 1000 s, similar to Fig S9A. 
The bleaching recovery was measured over a region of width 2.36 μm which is similar to the 
average experimental width of experimental cells. We took snapshots of particle positions every 1 
s for a total of 500 s. To simulate initial photobleaching we label particles on the surface which 
are within a certain region at a given frame number as being bleached. This simulated bleach region 
is rectangular on the surface of the cylinder with a long axis of 3.315 μm and an arc length of half 
the circumference. To calculate the simulated intensity profile, 𝐼:-#(𝑥, 𝑡), we counted the number 
of particles in this region over time that were not labelled as being bleached in the initial frame 
and further assume that the intensity is proportional to the number of particles. To get better 
averages for the bleaching recovery, we simulate box photobleaching at each snapshot and follow 
the k independent recovery trajectories from their respective bleached frame, where k is the number 
of snapshots. We then average the intensity curves for each bleaching recovery at the same amount 
of time passed since the bleaching frame to obtain 〈𝐼:-#(𝑥, 𝑡)〉.  We then use 〈𝐼:-#(𝑥, 𝑡)〉 up to a 
time of 250 s as the input for the 1D model to predict 𝐷 and 𝑘&''. When using 𝐷 = 109; μm2/s 
and 𝑘&'' = 1097 /s for input parameter values of the discrete simulations, which are 
approximately in the range of 2xRitC-GFP, there is good agreement between the values inputted 



 
 

	
	

into the simulations i.e. the values determined by the R2 plot (red circle), and the values determined 
by the 1D model (Fig S4D). This result indicates that the 1D model can correctly predict D and 
𝑘&'' values. For input parameters with zero diffusion (𝐷 = 0, 𝑘&'' = 1097 /s) and zero membrane 
unbinding (𝐷 = 109; μm2/s, 𝑘&'' = 0) shown in Fig S4G the red dashed line indicates the non-
zero input parameters are accurately determined, however a small nonzero value is assigned to the 
other parameter.  

Comments on measured 𝐷 and 𝑘&'' values. Even though the estimated values of 𝐷 or 𝑘&''	can be 
partly compensated by an inverse change in the other, the FRAP recovery fits to the 1xRitC, 
2xRitC, 3xRitC constructs do indicate that the main parameter responsible for slowing dynamics 
with increasing number of RitC domains is 𝑘&'' (Fig S4E). This trend most likely indicates the 
cooperative nature of the dissociation process for constructs with multiple binding sites (77). Our 
results also point to a reduction of the diffusion coefficient with increasing number n of RitC 
domains stronger than 1/n, unlike prior experiments in supported bilayers where the measured 
diffusion coefficient of membrane-associated proteins was inversely proportional to the number 
of bound lipids (78), and theoretical calculations based on the Saffman-Delbrück model predicting 
an even weaker scaling in the dilute limit (78). However more precise measurements are needed 
to resolve if such a reduction is consistent with the expected size dependence of D in dilute systems 
(78, 79) or else if this is an indication of crowding mechanisms and microdomain formation in the 
fluid membrane component (80, 81). Interestingly, our measurements also indicate slower 
diffusion of 3xsfGP-1xRitC compared to sfGP-1xRitC. This observation could indicate that 
cytoplasmic drag might dominate diffusion of the 3xsfGP construct; further studies could explore 
if this diffusion reflects size-dependent frictional interaction with cytoplasm adjacent to inner 
membrane leaflet or else if it is due to oligomerization and related processes.  
 

Image analysis of concentration profiles 

All image-processing analyses were performed with Image J software (http://rsb.info.nih.gov/ij/). 
Image and time-lapse recordings were imported to the software using the Bio-Formats plugin 
(http://loci.wisc.edu/software/bio-formats). Time-lapse recordings were aligned using the 
StackReg plugin (https://sites.imagej.net/BIG-EPFL/) using the rigid body method. All 
optogenetic data analyses were performed using MATLAB (R2019a), with scripts developed in-
house. Figures were assembled with Adobe Photoshop CC2019 and Adobe Illustrator 2020. 
Correlating CRY2PHR-mCherry tip depletion dynamics with endogenous GFP-tagged protein 
signal intensities at cell tips. 
CRY2PHR-mCherry tip depletion dynamics was monitored in strains co-expressing CRIB (N = 3, 
n = 275 cells), Ypt3 (N = 3, n = 184 cells), Exo84 (N = 3, n = 290 cells) and Exo70 (N = 3, n = 
281 cells) GFP-tagged proteins (sample strains) in normal conditions (Fig 1B and 
S1C-E); in strains co-expressing CRIB-3GFP and GFP-Ypt3 treated with BFA 
(CRIB: N = 3, n = 219 cells; Ypt3: N = 3, n = 230 cells) or ethanol as control 
(CRIB: N = 3, n = 127 cells; Ypt3: N = 3, n = 136 cells); in ypt3-i5 CRIB-3GFP 
and ypt3+ CRIB-3GFP strains at 25 ° C (ypt3+ CRIB-3GFP: N = 3, n = 191 cells; 
ypt3-i5 CRIB-3GFP: N = 3, n = 132 cells)  and 36 °C (ypt3+ CRIB-3GFP: N = 3, 
n = 229 cells; ypt3-i5 CRIB-3GFP: N = 3, n = 204 cells); and in sty1∆ CRIB-3GFP 
strain treated with LatA (N = 3, n = 276 cells) or left untreated (N = 3, n = 293  



 
 

	
	

cells). Tip depletion was assessed upon photoactivation of the CRY2-CIB1 system by recording 
the RFP fluorescence intensity over an ROI that was 12 pixels wide by 25 pixels long (≈ 1 µm by 
2.075 µm) and drawn perpendicular to the cell tip cortex over 20 timepoints, as shown by the blue 
arrow in the scheme on the right. The RFP and GFP fluoresce profiles across the plasma membrane 
were recorded over time. The GFP signal was used to correlate the presence of endogenous 
proteins with the CRY2PHR-mCherry tip depletion dynamics. Note that in these sets of 
experiments the initial timepoint was not included in the analysis, since CRY2PHR does not yet 
achieve its maximal plasma membrane recruitment (see Fig 3B). Thus, the second time point was 
set as the initial timepoint (t0) in these experiments (19 timepoints in total). This corresponds to t 
= 0 s in Fig 3B. 
To derive photobleaching correction coefficients, the average camera background signals (Bckg) 
from 6 cell-free regions were measured; and fluorophore bleaching was measured from entire cells, 
using RFP controls for RFP and sample cells for GFP.  
𝑹𝑭𝑷	𝒃𝒍𝒆𝒂𝒄𝒉𝒊𝒏𝒈	𝒄𝒐𝒓𝒓𝒆𝒄𝒕𝒊𝒐𝒏	𝒄𝒐𝒆𝒇𝒇𝒊𝒄𝒊𝒆𝒏𝒕 =
(𝑅𝐹𝑃	𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦	𝑜𝑓	𝑐𝑒𝑙𝑙&% −	𝐵𝑐𝑘𝑔&%)

(𝑅𝐹𝑃	𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦	𝑜𝑓	𝑐𝑒𝑙𝑙&( − 𝐵𝑐𝑘𝑔&()e   (E1) 

𝑮𝑭𝑷	𝒃𝒍𝒆𝒂𝒄𝒉𝒊𝒏𝒈	𝒄𝒐𝒓𝒓𝒆𝒄𝒕𝒊𝒐𝒏	𝒄𝒐𝒆𝒇𝒇𝒊𝒄𝒊𝒆𝒏𝒕 =
(𝐺𝐹𝑃	𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦	𝑜𝑓	𝑐𝑒𝑙𝑙&% −	𝐵𝑐𝑘𝑔&%)

(𝐺𝐹𝑃	𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦	𝑜𝑓	𝑐𝑒𝑙𝑙&( − 𝐵𝑐𝑘𝑔&()e   (E2) 

where RFP Intensity and GFP Intensity of cell stands for the signal measured from entire RFP 
control and sample cells, respectively; Bckg stands for the average fluorescence intensity of 6 
independent cell-free regions; tn represents a given time point along the time course of the 
experiment; and t0 represents the initial time point (n = 19 time points). These coefficients were 
corrected by a moving average smoothing method (moving averaged values = 5). GFP and RFP 
profiles of sample cells were independently analysed as follows. First, GFP and RFP signals were 
background and bleaching corrected, using Eq E1 and E2: 
𝑺𝒊𝒏𝒈𝒍𝒆 − 𝑪𝒆𝒍𝒍		𝑮𝑭𝑷/𝑹𝑭𝑷	𝒑𝒓𝒐𝒇𝒊𝒍𝒆𝒕𝒏 = ((𝑃𝑟𝑜𝑓𝑖𝑙𝑒	𝑠𝑖𝑔𝑛𝑎𝑙&% −	𝐵𝑐𝑘𝑔&%)/𝑏𝑙𝑒𝑎𝑐ℎ𝑖𝑛𝑔	𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛	𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡	&%) 
            (E3) 

where Profile signal intensity represents the GFP or RFP raw profile values across the plasma 
membrane, Bckg stands for the average fluorescence intensity of 6 independent cell-free regions, 
and tn represents a given time point along the time course of the experiment.  
Corrected single-cell GFP and RFP profiles were then aligned to their peaks in order to correct for 
cell growth and/or cell movement. The RFP peak at t0 was used as a reference point to align single-
cell RFP and GFP profiles over time. The profiles resulting from the peak alignment were used to 
calculate the cortical GFP and RFP fluorescence values over time:  
	𝑪𝒐𝒓𝒕𝒊𝒄𝒍	𝑹𝑭𝑷	𝑻𝒓𝒂𝒄𝒆	𝒕𝒏 =

	(𝑅𝐹𝑃	𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦I41*),I6'4:	&% + 𝑅𝐹𝑃	𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦I41*	&% + 𝑅𝐹𝑃	𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦I41*<,I6'4:	&%) 3r   (E4) 

	𝑪𝒐𝒓𝒕𝒊𝒄𝒂𝒍	𝑮𝑭𝑷	𝑻𝒓𝒂𝒄𝒆	𝒕𝒏 =

	(𝐺𝐹𝑃	𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦I41*),I6'4:	&% + 𝐺𝐹𝑃	𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦I41*	&% + 𝐺𝐹𝑃	𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦I41*<,I6'4:	&%) 3r   (E5) 

The GFP and RFP fluorescence intensities at RFPpeak pixel position at t0 ± 1 pixel were averaged in order 
to extract CRY2PHR-mCherry tip depletion (RFP channel) and GFP-tagged traces across the 
duration of the time-lapse. From here on, GFP traces were saved and further analyses were 



 
 

	
	

performed only for RFP traces. First, the amplitude of the RFP tip depletion was calculated as 
follows: 
𝑨𝒎𝒑𝒍𝒊𝒕𝒖𝒅𝒆	𝑹𝑭𝑷	𝒅𝒆𝒑𝒍𝒆𝒕𝒊𝒐𝒏 =
((	𝐶𝑜𝑟𝑡𝑖𝑐𝑎𝑙	𝑅𝐹𝑃	𝑇𝑟𝑎𝑐𝑒	&( − 𝑎𝑣𝑒𝑟𝑎𝑔𝑒(	𝐶𝑜𝑟𝑡𝑖𝑐𝑎𝑙	𝑅𝐹𝑃	𝑇𝑟𝑎𝑐𝑒	&,J)&,K)	

	𝐶𝑜𝑟𝑡𝑖𝑐𝑎𝑙	𝑅𝐹𝑃	𝑇𝑟𝑎𝑐𝑒	&,) ∗ 100e   (E6) 

where Cortical RFP trace t0 represents the initial RFP signal at the plasma membrane and average 
(Cortical RFP trace t13-18) represents the average signal at the plasma of the last 5 timepoints of 
the trace. In addition, single-cell RFP traces derived from Eq E4 were also normalized to their own 
maximum RFP intensity: 

𝑴𝒂𝒙.𝑵𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅	𝑹𝑭𝑷	𝒕𝒓𝒂𝒄𝒆 = (	𝐶𝑜𝑟𝑡𝑖𝑐𝑎𝑙	𝑅𝐹𝑃	𝑇𝑟𝑎𝑐𝑒	&%	
	𝐶𝑜𝑟𝑡𝑖𝑐𝑎𝑙	𝑅𝐹𝑃	𝑇𝑟𝑎𝑐𝑒	&!1')e   (E7) 

where Cortical RFP trace tn represents the RFP value of the trace at the timepoint n and Cortical 
RFP trace tmax represent the maximum RFP value of the single-cell trace.  
From here on, normalized RFP traces from Eq E7 were sorted according to the amplitude of 
depletion derived from Eq E6. When the Amplitude RFP depletion was lower than 20 %, then the 
normalized RFP trace from Eq E7 was labelled as “Non-depleted”. These traces are represented in 
red-coloured dots in Fig 1B and similar cluster plots. Cumulative GFP values of “Non-depleted” 
RFP traces were calculated as follows: 
𝑮𝑭𝑷	𝒗𝒂𝒍𝒖𝒆	𝑵𝒐𝒏)𝒅𝒆𝒑𝒍𝒆𝒕𝒆𝒅	𝒕𝒓𝒂𝒄𝒆 = 𝐶𝑜𝑟𝑡𝑖𝑐𝑎𝑙	𝐺𝐹𝑃	𝑇𝑟𝑎𝑐𝑒	&, + 	𝐶𝑜𝑟𝑡𝑖𝑐𝑎𝑙	𝐺𝐹𝑃	𝑇𝑟𝑎𝑐𝑒	&"…+	𝐶𝑜𝑟𝑡𝑖𝑐𝑎𝑙	𝐺𝐹𝑃	𝑇𝑟𝑎𝑐𝑒	&%		  
            (E8) 

Where Cortical GFP trace tn represents the GFP value at timepoint n from the GFP trace calculated 
in Eq E5. Thus, GFP value for “Non-depleted” RFP traces correspond to the sum of GFP values 
along the 19 timepoints.  
In contrast, when the Amplitude RFP depletion was greater than 20 %, then the normalized RFP 
trace from Eq E7 were labelled as “Depleted”. These “Depleted” traces were used to calculate the 
tip depletion half-times: 
𝑴𝒂𝒙.𝑵𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅	𝑹𝑭𝑷	𝒕𝒓𝒂𝒄𝒆	𝒕𝒎𝒂𝒙: 𝑡%	(𝑦) = 𝑎 ∗ 𝑒();∗&!1':&%)  (E9) 

𝑻𝒊𝒑	𝑫𝒆𝒑𝒍𝒆𝒕𝒊𝒐𝒏	𝒕𝟏/𝟐 =	
𝑙𝑛(0.5)

−𝑏r   (E10) 

where Max. Normalized RFP trace tmax:tn represent the normalized RFP trace from Eq E7 starting 
from the timepoint of its maximal RFP value (tmax) to the last timepoint of the trace (tn) and tn 
represents the last timepoint of the trace. If tmax corresponds to t0, then it means that the tip was 
depleting from the very beginning of the recording. In contrast, if tmax does not corresponds to t0, 
then it means that the tip depletion started later on. Therefore, a Depletion delay variable was also 
calculated. 
𝑻𝒊𝒑	𝑫𝒆𝒑𝒍𝒆𝒕𝒊𝒐𝒏	𝒅𝒆𝒍𝒂𝒚 = 	 𝑡!1' − 𝑡(   (E11) 

where tmax represents the timepoint at which the maximal RFP value was detected along the single-
cell trace and t0 represents the first timepoint of the trace. 67% of traces started depleting from t0, 
19% from t1 and a few % thereafter. 

Finally, cumulative GFP values for “Depleted” RFP traces were calculated as follows: 
𝑮𝑭𝑷	𝒗𝒂𝒍𝒖𝒆	𝑫𝒆𝒑𝒍𝒆𝒕𝒆𝒅	𝒕𝒓𝒂𝒄𝒆 = 𝐶𝑜𝑟𝑡𝑖𝑐𝑎𝑙	𝐺𝐹𝑃	𝑇𝑟𝑎𝑐𝑒	&!1' + 	𝐶𝑜𝑟𝑡𝑖𝑐𝑎𝑙	𝐺𝐹𝑃	𝑇𝑟𝑎𝑐𝑒	&!1'<,…+
	𝐶𝑜𝑟𝑡𝑖𝑐𝑎𝑙	𝐺𝐹𝑃	𝑇𝑟𝑎𝑐𝑒	&%		          (E12) 



 
 

	
	

where Cortical trace tmax represents the GFP value of the GFP trace calculated in Eq E5 at 
timepoint tmax. Thus, GFP value for “Depleted” RFP traces correspond to the sum of GFP values 
from tmax to tn (n = 19 timepoints).  
After these data analyses, RFP traces were further sorted based on the R2 value of the fitting from 
Eq E9 and the Tip depletion delay value from Eq E11. “Depleted” RFP traces matching any of 
these criteria were discarded from the regression analysis:  

1) The depletion delay from Eq E11 is more than 90 s (starts depleting after t7). 
2) R2 of curve fitting from Eq E9 is lower than 0.7, except in ypt3-i5 and LatA experiments, 

where R2 > 0.5 was accepted. 
Additionally, “non-depleted” RFP traces, which depleted less than 20% but initiated depletion 
after t14 (delay from Eq E11 is more than 200 s) were discarded, as these may represent tips that 
may in fact eventually deplete, after the time of the time-lapse. 
Finally, the cumulative GFP values from Eq E8 and Eq E12 and the amplitude of RFP depletion 
from Eq E6 of non-depleted and depleted traces were used to perform a linear regression analysis. 
The linear regression was performed using the correlation matrix scatterplot function for MatLab 
developed by John Chow* (82).  
Statistical analyses shown in Fig 1C-D-E and Fig S1G-H were performed by comparing the 2nd 

quintiles (20% - 40% of GFP signal) of control and treated samples using Kruskal-Wallis test. 
Quintiles were defined based on GFP intensities of control and treated samples. The range of GFP 
values within an experiment used to define quintiles was set by the lowest and highest GFP values 
amongst control and treated samples. 
 

CRY2PHR-mCherry lateral peak formation. 
The lateral accumulation of CRY2PHR-mCherry at the edges of the depletion zone at cell tips in 
a strain co-expressing CRIB-3GFP and the CRY2-CIB1 system (N = 3, n = 268 traces in 134 cells) 
was monitored by recording the RFP and GFP fluorescence profiles over an ROI that was 3-pixels 
wide by more than 171-pixels long (≈ 0.25 µm by 14.2 µm) drawn along the cortex of sample 
cells, as shown by the blue arrow on the scheme on the right. The ROI was drawn 
from one cell side towards the other cell side, passing across the tip of the cell. The 
lateral accumulation of CRY2PHR-mCherry at the edges of the depletion zone at 
cell division site was monitored in the same strain (N = 3, n = 36 traces in 18 ROIs) 
by recording the RFP and GFP fluorescence profiles over an ROI that was 3-pixels 
wide by more than 60-pixels long (≈ 0.25 µm by 5 µm) drawn along the cortex of 
sample cells. The RFP and GFP fluoresce profiles were recorded over time from sample strains. 
The GFP signal was used to align single-cell RFP and GFP profiles. Because CRY2PHR only 
achieves its maximal plasma membrane recruitment at the second image acquisition, this was set 
as t = 0 s. (see Fig 3B).  
Photobleaching correction coefficients were derived as in Eq E1-E2 and single-cell RFP and GFP 
cortical profiles were corrected using Eq E3. Single-cell cortical GFP profiles from all the 
timepoints (n = 20 timepoints) were averaged in order to generate an average Cortical GFP 
profile. The peak of the average Cortical GFP profile was used as a reference for the center of the 
cell tip. The peak pixel position of the average Cortical GFP profile was fitted to a Gaussian 
distribution, where the parameter b corresponds to the peak position: 

 



 
 

	
	

𝑮𝑭𝑷	𝑮𝒂𝒖𝒔𝒔𝒊𝒂𝒏	𝒇𝒊𝒕	(𝒚) = 	𝑎 ∗ 𝑒)
(');))

"_)
`   (E13) 

Finally, all single-cell GFP and RFP profiles were aligned to the center of the cell tip, divided 
symmetrically in two traces and averaged per timepoint (Fig 3B, bottom). 
Tip depletion and cell-side accumulation traces were calculated from single-cell RFP profiles by 
averaging the RFP intensities at pixel positions shown in Fig 3B (bottom) for every timepoint. For 
each cell the average fluorescence value at the cell tip (sampled over 15-pixel length = 1.25 µm), 
showing depletion over time, and at the edge of the depletion zone (sampled over 10-pixel length 
= 0.83 µm), showing accumulation over time, was calculated. Average traces are shown in Fig 3B 
(top).  
Cortical distribution profiles of exocytosis (Exo70-GFP) and endocytosis (Fim1-mCherry) at the 
cell tips and cell middle. 
To experimentally address the relative distribution of endo- and exocytosis, we compared the 
distribution of the exocyst subunit Exo70 and the actin-binding Fimbrin Fim1, as markers of exo- 
and endocytic events, respectively (76, 83-85). Both markers are enriched at cell poles and division 
sites, and we examined their distribution at both locations (Fig S3). The distribution profiles were 
generated from the sum projection images of entire time-lapses (n = 21 timepoints). Exo70-GFP 
and Fim1-mCherry fluorescence profiles were recorded over ROIs drawn from one cortical cell 
side towards the other cell side (N = 3, n = 149 profiles) and at the cell middle cortex (N = 3, n = 
70 profiles) (see Fig S3A and S3B). ROIs were 6-pixel wide by more than 171-pixel long (≈ 0.5 
µm by 14.2 µm) for cell tips and 6-pixel wide by 92-pixel long (≈ 0.5 µm by 7.64 µm) for the cell 
middle. 
Single cell profiles were first corrected for the background signal using Eq E14 and E15. 
𝑹𝑭𝑷	𝒄𝒐𝒓𝒓𝒆𝒄𝒕𝒆𝒅	𝒑𝒓𝒐𝒇𝒊𝒍𝒆 = 	 (𝑅𝐹𝑃	𝑟𝑎𝑤	𝑝𝑟𝑜𝑓𝑖𝑙𝑒 −	𝐵𝑐𝑘𝑔a3b)	  (E14) 

𝑮𝑭𝑷	𝒄𝒐𝒓𝒓𝒆𝒄𝒕𝒆𝒅	𝒑𝒓𝒐𝒇𝒊𝒍𝒆 = 	 (𝐺𝐹𝑃	𝑟𝑎𝑤	𝑝𝑟𝑜𝑓𝑖𝑙𝑒 −	𝐵𝑐𝑘𝑔c3b)	  (E15) 

where RFP/GFP raw profile stands for Exo70-GFP and Fim1-mCherry profiles generated from 
ROIs drawn at cell cortex; and BckgRFP/GFP stand for the average fluorescence intensity of 6 
independent cytosolic regions. BckgRFP/GFP serve to set fluorescence threshold present in the 
cytosol of Exo70-GFP and Fim1-mCherry cells. Due to the ubiquitous Fim1-mCherry cortical 
localization and GFP auto-fluorescence, Bckg ROIs were placed in the interception between the 
nucleus and the cytosol in the centre of cells co-expressing both markers. Upon background 
correction, RFP and GFP profile values below the threshold (i.e. < 0 A.U.) were set to 0 A.U. in 
order to prevent numerical aberrations during the analysis. 
Single-cell corrected GFP/RFP profiles were then normalized to their maximum and minimum 
values and fitted to a Gaussian distribution using Eq E13. Finally, single-cell corrected GFP/RFP 
profiles were aligned to their geometrical center, averaged and normalized to the maximum and 0 
values (Fig S3).  
We note that Exo70-GFP exhibits a narrower distribution than Fim1-mCherry at growing cell poles 
(Fig S3A). We observed similar, even more extensive distribution differences in the middle of pre-
divisional cells (Fig S3B). These observations show that endocytosis occurs in a region centred 
over, but wider than, the zone of polarized exocytosis. These findings are in line with previous 
observations in several fungi (86-89). The measured distributions at cell poles were used in the 
simulations. 



 
 

	
	

Estimating endocytic and exocytic rates. 
To estimate the rate of endocytosis, we counted the number of Fim1-mCherry patches at the cell 
side of cells co-expressing Exo70-GFP and Fim1-mCherry markers across the duration of the 
whole time-lapse. We also measured the average fluorescence intensity over the same cell-side 
regions in sum intensity projection images. These values were used to calculate an average Fim1-
mCherry patch fluorescence. We performed this analysis at cell sides rather than cell tips to avoid 
overlap of endocytic signal at cell tips due to high density, which would lead to an underestimation 
of the number of events. By dividing the Fim1-mCherry distribution profile described above by 
the average patch fluorescence value, the average endocytic rate per pixel position across the Fim1-
mCherry distribution profile was calculated as follows: 

𝑬𝒏𝒅𝒐𝒄𝒚𝒕𝒊𝒄	𝒓𝒂𝒕𝒆𝒏 = (((𝑀𝑒𝑎𝑛	𝐹𝑖𝑚1 −𝑚𝐶ℎ𝑒𝑟𝑟𝑦	𝑓𝑙𝑢𝑜.𝒏/𝑚𝑒𝑎𝑛	𝑝𝑎𝑡𝑐ℎ	𝑓𝑙𝑢𝑜. ) 21r ) ∗ 4) ∗ 0.75    (E16) 

where Mean Fim1-mCherry fluo. n stands for the average RFP fluorescence value at pixel position 
n; mean patch fluo. stands for the average Fim1-mCherry patch fluorescence. The value 21 
represents the number of time points that contribute to the average Fim1-mCherry distribution 
profile. This division aims to estimate the number of endocytic event per image. This is multiplied 
by 4 to obtain the number of events per minute (imaging interval = 15s). Finally, the result of this 
operation was corrected by 0.75 in order to correct for the slight over sampling in our images, as 
the average lifetime of a Fim1-mCherry patch is about  20 s (85).  
The rate of exocytosis events under growth conditions was calculated from the addition of the 
above rates of endocytosis and rates membrane addition contributing to cell growth. Cell growth 
was measured in time-lapse imaging as the difference in length over time between the invariant 
birth scar location and the pole of the cell, and converted to amount of required membrane to 
accommodate this growth (see model methods for further details). 
The obtained values were used in the simulations and are presented in Table 1. 

 
Cortical distribution profiles of GFP-1RitC, GFP-2RitC, GFP-3RitC and 3GFP-1RitC. 
Strains co-expressing CRIB-3mCherry and any of the GFP-1RitC (N = 3, n = 266 profiles), GFP-
2RitC (N = 3, n = 194 profiles), GFP-3RitC (N = 3, n = 246 profiles) or 3GFP-1RitC (N = 3, n = 
274 profiles) constructs were imaged. Cortical distribution profiles were generated from single 
timepoint middle section images. The RFP and GFP fluorescence profiles were recorded over an 
ROI that was 3-pixels wide by more than 171-pixels long (≈ 0.25 µm by 14.2 µm) drawn along 
the cortex of sample cells. The ROI was drawn from one cell side towards the other cell side, 
passing across the tip of the cell. To correct single-cell profiles for the average camera background 
signals (Bckg), the average signal from 6 cell-free regions was subtracted using Eq E14 and E15. 
Single-cell corrected GFP/RFP profiles were then aligned to their geometrical center and divided 
symmetrically in two traces starting from the cell pole. To normalize for the differential plasma 
membrane binding affinity of the GFP-1RitC, GFP-2RitC, GFP-3RitC or 3GFP-1RitC constructs, 
and compare fluorescence distribution, the area under the curve (AUC) of single-cell corrected 
GFP traces were normalized to 1: 
𝑵𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅	𝑮𝑭𝑷	𝒕𝒓𝒂𝒄𝒆 = 	𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑	𝐺𝐹𝑃	𝑡𝑟𝑎𝑐𝑒 𝐴𝑈𝐶&d1e4⁄   (E17) 



 
 

	
	

where Corrected GFP trace represents the fluorescence profile from the cell pole after background 
correction and AUCtrace stands for its area under the curve. Finally, normalized GFP traces were 
averaged (Fig 3E). 
For the quantification of tip to side fluorescence intensities of the RitC series (Fig 4E) and 
correlation to CRIB-3xmCherry (Fig S6), 7 px-wide lines were drawn, one 12 px-long at the tip 
and two covering the cell sides to measure an average fluorescence signal at cell tip and at cell 
sides, respectively. Background corrections from the average value of 6 ROIs outside any cell from 
each individual field of view were performed for each channel. Tip/side ratios were calculated and 
plotted against CRIB intensity as scatter plots, with R2 value calculated from the trend line 
generated in Excel. Data was collected from three replicate experiments for a total of 100-180 cells 
per strain.  
Distribution profile of Rga4 and Rga4 fragments 
For the corset profiles of Rga4 in Fig 5A, a 7 px-wide line was drawn along the cell cortex starting 
from the cell tip with higher CRIB intensity on a sum projection image obtained from z-stack 
AiryScan acquisition. Background correction from the average value of 6 ROIs in regions outside 
cells from each individual field of view was performed.  
Cortical profiles for Rga4 fragments (Fig 5F) were manually drawn as 7px-wide cortical lines from 
cell tip to cell tip along each side of the cell and data was collected using the ImageJ multi-plot 
function. The middle of each profile was identified, the profiles were split in half and aligned to 
cell tips using MatLab. Background correction from the average value of 6 ROIs outside of cells 
from each individual field of view was performed. The plots represent data from three replicate 
experiments with a total of 150-180 cells per strain, shaded area is standard deviation between 
cells.  
TIRF movies were analysed using the TrackMate Fiji plug-in (90) and tracking was performed on 
individual cells. The particle diameter was set to 0.3 µm with maximum gap linking of two frames, 
and linking range of 0.15 µm. Quality control for spot identification was set at cut-off of 19 and 
was visually confirmed for each movie.  
All boxplots and violin plots were generated using the BoxPlotR web-tool 
(http://shiny.chemgrid.org/boxplotr/) with definition of whisker extend by Tukey.  
Analysis of optoGAP 
The quantification of optoGAP and no GAP in Fig 6E shows the number of cells with a clear CRIB 
zone divided by the total number of cells in both light and dark condition. Quantifications were 
performed from 3 replicate experiments with a total number of counted cells indicated in the figure. 
Error bars represent standard deviation between experiments.  The CRIB fluorescence intensity 
profile in Fig 6C was quantified by drawing, for each cell with a CRIB zone, two 7 px-wide profiles 
along the cell cortex starting at the middle of the cell tip. Data was collected using the multi-plot 
function of ImageJ and corrected for background from ROIs outside of cells for each individual 
field of view. For the rga3∆ rga4∆ rga6∆ cells without transgene, only cells with a single CRIB 
zone were considered. Data was collected from three replicate experiments for a total of 150 cells 
per strain. Shaded area represents standard deviation between cells. The aspect ratio in Fig 6D was 
calculated from the measured cell length to cell width of dividing cells in three replicate calcofluor 
experiments for 500-600 cells per strain. Statistics were performed on the averages of the three 
experiments using a student t-test with equal variances in Microsoft Excel. 



 
 

	
	

Cortical kymographs 
Kymographs shown in Fig 3C and Fig S3 were generated with the MultipleKymograph 
(https://www.embl.de/eamnet/html/body_kymograph.html) ImageJ plugin using a 1-pixel-wide 
and 6-pixel-wide ROI drawn along the cell cortex, respectively. Kymographs in Fig 6G-H were 
generated with the FIJI stack > reslice tool without interpolation using a static 15-pixel-wide 
segmented line drawn along the cell cortex.  

  



 
 

	
	

Table S1: S. pombe strains used in this study 
 

Number Genotype Source 
 Fig 1, Fig S1, Fig S3  

YSM3568 
 

h- leu1-32::Ppak1-CRIB-3xGFP-KanMX+:leu1+  ura4-D18::Ptdh1-CIBN-mTagBFP2-Ritc-
ADH1term-Pact1-CRY2PHR-mCherry:ura4+  ade6+  leu1-32   

(2) 

YSM3564 ura4-294::Pact1-CRY2PHR-mCherry::ura4+  ade6+  leu1+  ura4-294   (2) 
YSM3803 h- ade6-D19::pnmt41-GFP-ypt3-hph+::Ade6+  ura4-D18::Ptdh1-CIBN-mTagBFP2-Ritc-

ADH1term-Pact1-CRY2PHR-mCherry:ura4+  ade6-  leu1+  ura4-D18   
 

This study. 

YSM3801 exo70-GFP-Kan+ ura4-::Ptdh1-CIBN-mTagBFP2-RitC-Adh1term-Pact1-CRY2PHR-
mCherry::ura4+  ade6+  leu1+  ura4-   

This study. 

YSM3802 exo84-GFP-Kan+ ura4-::Ptdh1-CIBN-mTagBFP2-RitC-Adh1term-Pact1-CRY2PHR-
mCherry:ura4+  ade6+  leu1+  ura4-   

This study. 

YSM3807 h-  fim1-mCherry-Nat+ exo70-GFP-Kan+   ade6+  leu1+  ura4+   This study. 
YSM3809 ypt3-I5(ts) leu1-32::CRIB-3GFP-Kan+::leu1+ ura4-::Ptdh1-CIBN-mTagBFP2-RitC-Adh1term-

Pact1-CRY2PHR-mCherry::ura4+  ade6+  leu1-32  ura4-   
This study. 

YSM3808 sty1::bsd leu1-32::CRIB-3GFP-kanMX-leu+   ura4-::Ptdh1-CIBN-mTagBFP2-RitC-Adh1term-
Pact1-CRY2PHR-mCherry::ura4  ade6+  leu1-32  ura4-   

This study. 

Fig 3, Fig S6 

YSM3568 
 

h- leu1-32::ppak1-CRIB-3xGFP-KanMX+:leu1+  ura4-D18::Ptdh1-CIBN-mTagBFP2-Ritc-
ADH1term-pact1-CRY2PHR-mCherry:ura4+  ade6+  leu1-32   

(2) 

YSM3564 ura4-294::pact1-CRY2PHR-mCherry::ura4+  ade6+  leu1+  ura4-294   (2) 
Fig 4, Fig S6, S7, Fig S8 

YSM3811 h- ura4+::pact1:sfGFP-3RitCb:terminatortdh1 ade6-M210 leu+ This study. 
YSM3812 h- ura4+::pact1:sfGFP-2RitC:terminatortdh1 ade6-M210 leu+ This study. 
YSM3813 h- ura4+::pact1:sfGFP-1RitC:terminatortdh1 ade6-M210 leu+ This study. 
YSM3814 h-  ura4::pact1-3sfGFP-1RitC-tdhterminator::ura4+  ade6-M210  leu1+   This study. 
YSM3815 h+ ura4+::pact1:sfGFP-1RitC:terminatortdh1 ade6+::pact1:mCherry-1RitC:termScADH1 

leu+ 
This study. 

YSM3816 
  

h- ura4+::pact1:sfGFP-2RitC:terminatortdh1 ade6+::pact1:mCherry-1RitC:termScADH1 leu+ This study. 

YSM3817 h+ ura4+::pact1:sfGFP-3RitCa:terminatortdh1 ade6+::pact1:mCherry-1RitC:termScADH1 
leu+ 

This study. 

YSM3818 ura4::pact1-3sfGFP-1RitC-tdhterminator ade6+::pact1:mCherry-1RitC:termScADH1  leu1+ This study. 
YSM3819 ura4+::pact1:sfGFP-1RitC:terminatortdh1 his5+::pact1:CRIB[gic2aa1-181]-

3mCherry::bsdMX    ade6+  leu1+   
This study. 

YSM3820 ura4+::pact1:sfGFP-2RitC:terminatortdh1 his5+::pact1:CRIB[gic2aa1-181]-
3mCherry::bsdMX  ade6+  leu1+   

This study. 

YSM3821 ura4+::pact1:sfGFP-3RitCb:terminatortdh1 his5+::pact1:CRIB[gic2aa1-181]-
3mCherry::bsdMX  ade6+  leu1+   

This study. 

YSM3822 ura4::pact1-3sfGFP-1RitC-tdhterminator::ura4+ his5+::pact1:CRIB[gic2aa1-181]-
3mCherry::bsdMX   ade6+  leu1+   

This study. 

YSM3905 sty1Δ::kanMX ura4+::pact1:sfGFP-3RitCb:terminatortdh1 his5+::pact1:CRIB[gic2aa1-181]-
3mCherry::bsdMX  ade6+  leu1+   

This study. 

YSM1916 h+  leu1-32:pact1:LifeAct-GFP:leu1+  leu1-  ura4-D18   (91) 
Fig 5, Fig S7, S8 

YSM3823 ura4-294:pshk1:CRIB-3GFP:ura4+ rga4-RFP:kanMX  leu1-32   This study. 
YSM3826 h+  rga4∆::kanMX  ade6-M210  leu1-32  ura4-D18   This study. 
YSM3827 h+  rga4∆::kanMX ura4::pact1-rga4(1-685)-GFP::ura4+  ade6-M210  leu1-32   This study. 
YSM3828 h+  rga4∆::kanMX ura4::pact1-rga4(1-623)-GFP:ura4+  ade6-M210  leu1-32   This study. 
YSM3829 h+  rga4∆::kanMX ura4::pact1-rga4(1-470)-GFP::ura4+  ade6-M210  leu1-32 This study. 
YSM3830 h+  rga4∆::kanMX ura4::pact1-rga4(1-623)-RitC-GFP::ura4+  ade6-M210  leu1-32  
YSM3831 h+  rga4∆::kanMX ura4::pact1-rga4(607-685)-GFP:ura4+  ade6-M210  leu1-32   This study. 
YSM3832 h+  rga4∆::kanMX ura4::pact1-rga4(465-685)-GFP::ura4+  ade6-M210  leu1-32   This study. 
YSM3833 h+ rga4∆::KanMx ura4-pact1-rga4(465-685-F630A-L633A-L640A)-GFP::ura4+  ade6-M210  

leu1-32 
This study. 



 
 

	
	

YSM3834 h+  rga4∆::kanMX ura4::pact1-rga4(465-685KR670-1AA; KR675-6AA)-GFP::ura4+  ade6-
M210  leu1-32 

This study. 

YSM3835 h+  rga4∆::kanMX ura4::pact1-rga4(465-685-F630A-L633A-L640A- KR670-1AA; KR675-
6AA)-GFP::ura4+  ade6-M210  leu1-32 

This study. 

YSM3836 h+  rga4::kanMX ura4::pact1-rga4(465-666)-GFP::ura4+  ade6-M210  leu1-32   This study. 
YSM1408 h-  rga4-GFP:kanMX  ade6+  leu1-32  ura4-D18   (29) 
YSM3837 h-  rga4-F630A,-L633A,-L640A-GFP-natMX  ade6-  leu1-  ura4-     This study. 
YSM3838 h-  rga4-KR670/671AA-KR675/676AA-GFP-NAT  ade6-  leu1-  ura4- This study. 
YSM3839 h-  rga4-F630A,-L633A,-L640A-KR670/671AA,-KR675/676AA-GFP-natMX  ade6-  leu1-  ura4-   This study. 
YSM3840 rga3∆::hphMX rga6∆::kanMX rga4-GFP:kanMX  ade6-  leu1-  ura4- This study. 
YSM3841 rga3∆::hphMX rga6∆::kanMX rga4-FLL-GFP-kanMX ade6-  leu1-  ura4-   This study. 
YSM3842 rga6∆::kanMX rga3∆::hphMX  rga4-KR670/671AA-KR675/676AA-GFP-natMX ade6-  leu1-  

ura4-   
This study. 

YSM3843 rga6∆::kanMX rga3∆::hphMX  rga4-F630A,-L633A,-L640A-KR670/671AA,-KR675/676AA-
GFP-natMX ade6-  leu1-  ura4-   

This study. 

YSM3844 h+  rga4∆::kanMX ura4::pact1-rga4(4x607-685)-GFP:ura4+  ade6-M210  leu1-32     This study. 
YSM3845 h+  rga4∆::kanMX ura4::pact1-rga4 (4x465-666)-GFP-ura4+  ade6-M210  leu1-32   This study. 
YSM3846 h+  rga4∆::kanMX ura4::pact1-CRY2-mcherry-rga4(607-685)::ura4+  ade6-M210  leu1-32   This study. 
YSM3847 h+  rga4∆::kanMX ura4::ppom1-rga4(465-685)-GFP::ura4+  ade6-M210  leu1-32   This study. 
YSM3848 h+  rga4∆::kanMX ura4::ppom1-rga4(465-666)-GFP::ura4+  ade6-M210  leu1-32 This study. 

Fig 6 

YSM3136 h-  rga6∆::kanMX rga3∆::hphMX rga4∆::ura4+  ade6-  leu1-   (29) 
YSM3907 h-  ade6::pact-CRY2-mCherry-RitC::ade6+ leu1-32::CRIB-3xGFP-kanMX::leu1+ ura4-D18   This study. 
YSM3906 h-  rga3∆::hphMX rga4∆::ura4+ rga6∆::kanMX ade6::pact1-CRY2-mcherry-RitC::ade6+ leu1-

32::CRIB-3xGFP-kanMX::leu1+   
This study. 

YSM3824 h-  rga3∆::hphMX rga4∆::ura4+ rga6∆::kanMX ade6::pact1-CRY2-mCherry-RitC-
rga4GAP::ade6+  leu1-32 

This study. 

YSM3825 h- rga3∆::hphMX rga4∆::ura4+ rga6∆::KanMX  ade6::CRY2-mCherry-Ritc-rga4GAP::ade6+ 
leu1::CRIB-3GFP-KanMX:leu1+  

This study. 

 
 
 
 

 
  



 
 

	
	

Table S2: Plasmids used in this study 
 

Number Description Purpose 

pAV0327 pUra4AfeI-pact1-sfGFP-terminatortdh1 ura4 integration 
pAV0328 pUra4AfeI-pact1-mCherry-terminatortdh1 ura4 integration 
pAV0356 pAde6PmeI ade6 integration 
pAV0605 pUra4AfeI-pact1-sfGFP-1RitC-terminatortdh1 ura4 integration 
pAV0602 pUra4AfeI-pact1-sfGFP-2RitC-terminatortdh1 ura4 integration 
pAV0601 pUra4AfeI-pact1-sfGFP-3RitC-terminatortdh1 ura4 integration 
pAV0607 pAde6PmeI-pact1-mCherry-1RitC-termScAdh1 ade6 integration 
pSM2652 pUra4AfeI-pact1-3sfGFP-1RitC-tdhterminator ura4 integration 
pSM0621 pREP41-GFP cloning backbone 
pSM2672 pUra4AfeI-pact1-rga4(aa1-685)-GFP-terminatortdh1 ura4 integration 
pSM2641 pUra4AfeI-pact1-rga4(aa1-623)-GFP-terminatortdh1 ura4 integration 
pSM2673 pUra4AfeI-pact1-rga4(aa1-470)-GFP-terminatortdh1 ura4 integration 
pSM2642 pUra4AfeI-pact1-rga4(aa1-623)-RitC-GFP-terminatortdh1 ura4 integration 
pSM2617 pUra4AfeI-pact1-rga4(aa607-685)-GFP-terminatortdh1 ura4 integration 
pSM2381 pUra4AfeI-pact1-rga4(aa465-685)-GFP-terminatortdh1 ura4 integration 
pSM2424 pUra4AfeI-pact1-rga4(aa465-685-F630A, L633A, L640A)-GFP-terminatortdh1 ura4 integration 
pSM2383 pUra4AfeI-pact1-rga4 (aa465-685-KR670-1AA; KR675-6AA)-GFP-terminatortdh1 ura4 integration 
pSM2480 pUra4AfeI-pact1-rga4 (aa465-685-F630A, L633A, L640A ;KR670-1AA; KR675-

6AA)-GFP-terminatortdh1 
ura4 integration 

pSM2382 pUra4AfeI-pact1-rga4 (aa465-666)-GFP-terminatortdh1 ura4 integration 
pSM2635 pUra4AfeI-pact1-4xrga4(aa607-685)-GFP-terminatortdh1 ura4 integration 
pSM2479 pUra4AfeI-pact1-4xrga4(aa465-666)-GFP-terminatortdh1 ura4 integration 
pSM2384 pUra4AfeI-ppom1-rga4(aa465-685)-GFP-terminatortdh1 ura4 integration 
pSM2385 pUra4AfeI -ppom1-rga4(aa465-666)-GFP-terminatortdh1 ura4 integration 
pSM2637 pUra4AfeI-pact1-CRY2-mcherry-rga4(aa607-685) ura4 integration 
pSM2919 pAde6PmeI-pact1-CRY2-mCherry-RitC ade6 integration 
pSM2787 pAde6PmeI-pact1-CRY2-mCherry-RitC-rga4(aa665-933) ade6 integration 
pSM1692 pSp72-112bpupstream-Rga4ORF(F630A, L633A, L640A)-+112bpdownstream mutagenesis;  

target endogenous locus 
pSM1421 pSp72-112bpupstream-Rga4ORF(KR670/671AA : KR675/676AA)-+112bpdownstream  mutagenesis;  

target endogenous locus 
pSM1694 pSp72-112bpupstream-Rga4ORF(F630A, L633A, L640A, KR670/671AA : 

KR675/676AA)-+112bpdownstream 
mutagenesis;  
target endogenous locus 

pAV0046 pJK148-ppak1-Ntermgic2aa2-181-3GFP-KanMX leu32 integration 
pSM2366 pAde6-Pnmt41-GFP-Ypt3 ade6 integration 

 
 
Table S3: Primers used for mutagenesis. Bold residues indicate changes from the wildtype 
sequence 
 

Number Mutation 5’-3’ sequence 

osm2347 rga4 (F630A;L633A)_for CTCCGCGAGAATCGGCTTCGCGTGCACAAATGGTTGCATC 
osm2348 rga4 (F630A;L633A)_rev GATGCAACCATTTGTGCACGCGAAGCCGATTCTCGCGGAG 
osm2349 rga4 (L640A)_for AATGGTTGCATCTAGCGCTGGATTTAGACCCAAAG 
osm2350 rga4 (L640A)_rev CTTTGGGTCTAAATCCAGCGCTAGATGCAACCATT 
osm2351 rga4 

(KR670/671AA:KR675/676AA)_for 
AGAAGTCATTTTCTGCAGCGTTTCATTGGGCAGCAGATTCTCCT
CACAT 

osm2352 rga4 
(KR670/671AA:KR675/676AA)_rev 

ATGTGAGGAGAATCTGCTGCCCAATGAAACGCTGCAGAAAAT
GACTTCT 



 
 

	
	

 

C

Figure S1

D

G

20 40 60 80 100
0

100
200
300
400
500
600

Percentage of CRY2 depletion [%]
C

R
Y2

 d
ep

le
tio

n
ha

lf-
tim

e 
[s

]

B

E

H WT ypt3-i5

-50 0 50 100
Percentage of CRY2 depletion [%]

0

2

4

6

8

C
R

IB
-3

G
FP

 in
te

ns
ity

 [A
.U

.]

x 104

-50 0 50 100
0

2

4

6

8 x 104

-50 0 50 100
Percentage of CRY2 depletion [%]

0

2

4

6

8

10

G
FP

-Y
pt

3 
in

te
ns

ity
 [A

.U
.]

x 104

-50 0 50 100
0

2

4

6

8

10 x 104
EtOH BFA

F
BFAEtOH

An
p1

-G
FP

LatA-

Fi
m

1-
m

C
h

Ex
o7

0-
G

FP

I

A
0’

2.5’

5.0’

7.5’

10.0’

12.5’

15.0’

CRIB-3GFPCRY2-mCh CIBN-mTag-
BFP2-RitC

0
0.5

1
1.5

2
2.5

3
3.5

4

G
FP

 in
te

ns
ity

 [A
.U

.]

x104

0 20 40 60 80
Percentage of CRY2 depletion [%]

r = 0.48

G
FP

 in
te

ns
ity

 [A
.U

.]

0
0.5

1
1.5

2
2.5

3 x104

0 20 40 60 80
Percentage of CRY2 depletion [%]

r = 0.38

-20

Exo84
-GFP

0’’

C
R

Y2
-m

C
he

rry

4’45’’

Exo70
-GFP

C
R

Y2
-m

C
he

rry

0’’

4’45’’

GFP-
Ypt3

0’’

C
R

Y2
-m

C
he

rry

BFAEtOH

4’45’’

25°C

CRIB-
3GFP

0’’

C
R

Y2
-m

C
he

rry

ypt3-i5WT

4’45’’

GFP-
Ypt3

C
R

Y2
-m

C
he

rry

0’’

4’45’’

Non
Depleted

Depleted Non
Depleted

Depleted

Non
Depleted

Depleted Non
Depleted

Depleted

2

p = 4.24e-15

p = 0.34



 
 

	
	

Figure S1. Controls and further evidence of depletion of membrane-associated CRY2 around 
sites of secretion 

A. Time-lapse of CRY2-mCherry, CIBN-mTag-BFP2-RitC and CRIB-3GFP in a pre-divisional 
cell grown in the dark. Time 0 is the first timepoint after illumination. Arrowheads point to zones 
of depletion. B. Time-lapse of CRY2-mCherry redistribution in cells co-expressing CIBN-mTag-
BFP2-RitC and GFP-Ypt3 (see Fig 1B for quantification). C-D. Time-lapse of CRY2-mCherry 
redistribution in cells co-expressing CIBN-mTag-BFP2-RitC and Exo84-GFP (C) or Exo70-GFP 
(D). The bottom graph shows correlation between extent of CRY2 depletion after 5 min and pole 
GFP intensity. In (B-D), cells were grown in the dark. Time 0 is the first timepoint after 
illumination. The GFP channel is shown as sum projection over the 5 min time-lapse. The mCherry 
channel shows individual time points. E. Correlation between CRY2 depletion halftime and extent 
of depletion after 5 min. F. Example of Anp1-GFP-expressing cells mixed with cells shown in Fig 
1C and panel (G), showing the effect of brefeldin A (BFA) on collapse of Golgi to the ER. G. 
Cells as in (B) treated with 50nM brefeldin A (BFA) or solvent (EtOH). H. Cells as in Fig 1D, but 
at 25°C. In (G-H), the GFP channel is shown as sum projection over the 5 min time-lapse. The 
mCherry channel shows individual time points. Graphs on the right are as in Fig1C-E with 
depletion cut-off shown in red and green backgrounds. Data points are coloured with different 
shades of green according to GFP fluorescence levels. The indicated Kruskal-Wallis test p-value 
compares CRY2 depletion values between cells of equivalent CRIB-3GFP intensities.  I. Example 
of cell expressing both Fim1-mCherry and Exo70-GFP mixed with cells shown in Fig 1E, showing 
the effect of Latrunculin A (LatA) on loss of actin patches (but not exocyst localization). 
Throughout, yellow arrowheads indicate depletion zones. Scale bars are 3µm. 
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Figure S2. Simulation results and conditions for tip depletion and lateral peak.  
A. Time evolution of particles (green) on the surface of the sphere with 𝑘&'' = 109</𝑠  and  𝐷 =
109=	𝜇𝑚7/𝑠 under static conditions (top row; net area added is zero with 0.5 endocytosis events/s 
and 2.44 endocytosis events/s) and under net growth conditions (bottom row; net area added 20.7 
𝜇𝑚7/ℎ𝑟 with 0.68 exocytosis events/s and 2.44 endocytosis events/s).	 The spherical shell 
representing the cell remains at a constant size; exocytosis and endocytosis only affect the 
positions of particles on the surface. Left: both rows have 𝜎,2& = 0.85	𝜇𝑚 < 𝜎,(+& = 1.84	𝜇𝑚 
derived from experimental measurements; depletion near the top tip is evident in both cases but 
occurs faster under growth conditions. Right: both rows have 𝜎,2& = 𝜎,(+& = 1.84	𝜇𝑚; slight 
depletion near the tip is only evident under growth conditions. B. Scaled number density as a 
function of arclength for the same simulations as Fig 2E but under growth conditions. Compared 
to Fig 2E, the lateral peak is shifted further towards the back of the sphere and tip depletion is 
stronger. C. Tip occupation ratio as a function of 𝑘&''	for static and growth conditions for 𝜎,2& =
𝜎,(+& and  𝜎,2& < 𝜎,(+& as in panel A, for 𝐷 = 109;	𝜇𝑚7/𝑠. Switching from 𝜎,2& = 𝜎,(+& to 
𝜎,2& < 𝜎,(+& or from static to growth conditions both result in increased tip depletion. D. 
Increasing diffusion coefficient while keeping the tip occupancy ratio nearly constant reduces the 
lateral peak height (net growth, 𝜎,2& < 𝜎,(+& as in A). E.  Scaled number density as a function of 
arclength, for simulations where exocytosis is turned off/endocytosis remains (left); endocytosis 
is turned off/exocytosis remains the same as under growth conditions (middle); and endocytosis is 
turned off/exocytosis is reduced so that the net area addition rate is 20.7 𝜇𝑚7/ℎ𝑟 (right). Reference 
parameters are for net growth, 𝜎,2& < 𝜎,(+& as in (A). Stopping exocytosis leads to tip 
enhancement for low enough 𝑘&''. As these simulations do not account for anticipated slowing 
down of endocytosis due to reduction of plasma membrane lipid reservoir, we consider them 
consistent with the results of experiments in Fig 1C-D. Stopping endocytosis maintains tip 
depletion, in line with experiments of Fig 1E. F. Scaled number density as a function of arclength 
at 𝐷 = 109=	𝜇𝑚7/𝑠 under no flow displacement conditions where exocytosis/endocytosis does 
not move the particles on the sphere surface but endocytosis pulls particles into the internal pool 
if they are within 𝑅,(+& of the endocytosis event (using 2.44 endocytosis events/s and	𝜎,(+& =
1.84	𝜇𝑚 as in (A)). Depletion is still evident but the lateral peak near the equator of the sphere 
disappears. Compare to Fig 2E. G. Tip occupation ratio versus 𝑘&'' under no flow displacement 
conditions as in (F). Tip depletion is less pronounced compared to simulations with displacement 
in Fig 2D, for the same conditions. H. Scaled number density as a function of arclength at 𝐷 =
109=	𝜇𝑚7/𝑠 under both flow displacement conditions and endocytosis pulling particles into the 
internal pool if they are within 𝑅,(+& of the endocytosis event (using 2.44 endocytosis events/s 
and	𝜎,(+& = 1.84	𝜇𝑚 as in (A)). I. Tip occupation ratio versus 𝑘&'' under flow displacement 
conditions and endocytic removal as in (H).  
  



 
 

	
	

 

 

 

Figure S3. Distribution of exo- and endocytosis in fission yeast cells 

A-B. Time-lapse, sum projection and kymographs of the cell pole (A) and the early, pre-
constriction division site (B) of cells expressing Exo70-GFP and Fim1-mCherry, marking exo- 
and endocytic sites, respectively. The graph shows the average distribution of these markers. 
Shaded areas show standard deviation. 
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Figure S3. Distribution of exo- and endocytosis in fission yeast cells
A-B. Timelapse, sum projection and kymographs of the cell pole (A) and the early, pre-constriction divi-
sion site (B) of cells expressing Exo70-GFP and Fim1-mCherry, marking exo- and endocytic sites, 
respectively. The graph shows the average distribution of these markers. Shaded areas show standard 
deviation.



 
 

	
	

 
Figure S4. Fitting for diffusion coefficient and membrane dissociation rate with FRAP.  

A. A rectangular region along the cylindrical section on one side of the cell was photobleached 
and the recovery imaged over time. B. Schematic of 1D fluorescence recovery model for an 
experimental profile, extracted by vertical projection along a rectangular region shown in yellow, 
for the frame after photobleaching (t = 0, black circles). The boundaries between the 
experimentally-sampled middle region and the left and right flanking regions are indicated by 
dashed vertical lines. C. Example recovery curves. Single cell expressing 1xRitC-GFP imaged 
every 0.729 s and fit using the 1D model over 30 frames. Experimental data shown as lines with 
filled points while model fits shown as lines without points (𝐷 = 6.85 × 109;	µm7/𝑠, 𝑘&'' =
0.108	/𝑠 and 𝑙. 	as shown by the end points of the model curves). The black line of the model is 
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initialized to go through the experimental data points at t = 0. D-F. Plots of averaged 𝑅7 calculated 
from FRAP fits for all protein constructs investigated as function of 𝐷 and 𝑘&''. Red circles 
indicate the median of the 𝐷 and 𝑘&'' values for each protein from individual fits of the 1D model 
while blue dashed circles indicate the best fit using the average of individual 𝑅7 maps. The number 
of cells averaged in each plot is indicated by the value of n. G. Averaged R2 plots for simulated 
FRAP due to both diffusion and membrane binding/unbinding on the surface of a cylinder. Good 
agreement is found between the input parameters (red circle or dashed line) and the highest value 
of R2 (blue circle). 

 
  



 
 

	
	

 

Figure S5. Modified model to include dimer formation on spherical surface, diffusing in the 
presence of membrane flows.  

A. Reactions used in dimerization simulations. The diffusion coefficient of dimers is the same as 
that of monomers. Reactions obey detailed balance at steady state in absence of endocytic or 
exocytic flow. B. Plots of the number of average particles at steady state as a function of parameter 
p. Simulations in this and panels D and E have 5000 particles and rate constants as described in 
methods. C. Snapshots of spheres with increasing p value show that tip depletion and lateral 
concentration increase with increasing p. Color scale shows local density. D. Scaled number 
density of particles as a function of arclength show a similar trend where depletion and lateral peak 
increase with increasing p. E. Tip occupation ratio also decreases as a function of p. F. Plots of the 
number of average particles at steady state as a function of parameter p. Simulations in this and 
panels G and H have 5000 particles and dimer off rates (𝑘&'',7 and 𝑘9) equal to a quarter of the 
single particle off rate (𝑘&''). G. Scaled number density of particles as a function of arclength 
have an enhanced depletion and lateral peak compared to panel D. H. Tip occupation ratio is 
slightly decreased compared to panel E. 

 
  

Figure S5

Figure S5. Modified model to include dimer formation on spherical surface, diffusing in the pres-
ence of membrane flows. 
A. Reactions used in dimerization simulations. The diffusion coefficient of dimers is the same as that of 
monomers. Reactions obey detailed balance at steady state in absence of endocytic or exocytic flow. B.
Plots of the number of average particles at steady state as a function of parameter p. Simulations in this 
and following panels have 5000 particles and rate constants as described in supplementary text. C. Snap-
shots of spheres with increasing p value show that tip depletion and lateral concentration increase with 
increasing p. Color scale shows local density. D. Scaled number density of particles as a function of 
arclength show a similar trend where depletion and lateral peak increase with increasing p. E. Tip occupa-
tion ratio also decreases as a function of p. 
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Figure S6. Membrane affinity-dependent depletion of membrane-associated RitC at sites of 
polarized secretion. 

A. Localization of indicated sfGFP-tagged RitC constructs in cells co-expressing CRIB-mCherry. 
The graphs on the right show correlation plots between the ratio of the tip to side GFP signal and 
the CRIB-mCherry tip intensity. Note the progressive shift towards the left of the data points upon 
RitC multimerization, as well as the more marked negative correlation. B. sfGFP-3xRitC and 
CRIB-3xmCherry in sty1∆ cells non-treated or treated with LatA for 30min. The cells were mixed 
with LifeAct-GFP expressing cells as control, showing actin depolymerization upon LatA 
treatment. 
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Figure S6. Membrane affinity-dependent depletion of membrane-associated RitC at sites of 
polarized secretion.
A. Localization of indicated sfGFP-tagged RitC constructs in cells co-expressing CRIB-mCherry. 
The graphs on the right show correlation plots between the ratio of the tip to side GFP signal and 
the CRIB-mCherry tip intensity. Note the progressive shift towards the left of the data points upon 
RitC multimerization, as well as the more marked negative correlation. B. sfGFP-3xRitC and 
CRIB-3xmCherry in sty1Δ cells non-treated or treated with LatA for 30min. The cells were mixed 
with LifeAct-GFP expressing cells as control, showing actin depolymerisation upon LatA treat-
ment.
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Figure S7. Structure-function analysis of the Cdc42 GAP Rga4 defining membrane-binding 
and oligomerization motifs 

A. Scheme of Rga4 and truncation fragments. The sequence alignment shows the CBD across 
Schizosaccharomyces species (S.p. = S. pombe; S.o. = S. octosporus; S.c. = S. cryophilus; S. j. = S. 
japonicus). Membrane-binding (MB) motif 1 shows a weak amphipathic helix prediction, of which 
three hydrophobic residues (FLL, red circles and asterisks) were mutated to alanine. MB motif 2 
was identified to have a high basic and hydrophobic (BH) scale, predictive of membrane 
association (28). Asterisks highlight four basic residues (KRKR) that were mutated to alanine. B. 
Shape of rga3∆ rga6∆ double mutant cells with indicated rga4 alleles shown by calcofluor 
imaging. C. Dissolution of cytosolic condensates of Rga4 N-terminus lacking the CBD (N-∆CBD) 
upon treatment with 10% 1,6-hexanediol or 37°C. D. Cytosolic condensates of full-length Rga4 
with mutations in MB #1 and #2 are dissolved upon treatment with 5% 1,6-hexanediol or 37°C. 

 
  

he
xa

ne
di

ol
37

°C
 6

hr

Rga4 #1*-2*D

he
xa

ne
di

ol
37

°C
 6

hr

C
hydrophobic face

R
S
S

S

S

S

P

P

M E

V

LL
A

F
G
Q R

N

C

BH
-S

co
re

Residue #

0.2

0.4

0.6

0.8

1.0

620 630 640 650 660 670 680
0

A

Rga4
2*1*

GAPLIM LIM CC CBDCC

MB #1

So.
Sc.

Sp.

Sj.

MB #2

N E G S K R N S K I D L R K S L T K K F S W K R E S - - R I P T P
N E G F K R N S K L D L R K S L S K K F Q W K R E S - - R V P T P

G G Y N K R N S K I D L K K S F S K R F H W K R D S P H M S S T P

E S P Q Q Q P A N L E H K G S F S R R F L W R R D S K H P S S K A

685666

P T Q S P R E S L S R L Q M V A S S L G F R P K D K E S N K E
P S Q S P R E S S S R L Q M V A S S L G F R P K D K E S N K D

S T P S P R E S F S R L Q M V A S S L G F R P K D N K D K E S

T S S S S R E S H S R L Q Q V A S S L G F R P R E K - Y N P S

623
* ** * * * *

N-∆CBD

N-∆CBD

Figure S7

B rga3∆ rga6∆
rga4-GFP rga4 #1*-GFP rga4 #2*-GFP rga4 #1-2*-GFP

ca
lc

of
lu

or



 
 

	
	

 

 

Figure S8. Further characterization of minimal Rga4 fragments  

A. Localization of CRY2-CBD in cells grown in the dark and illuminated at time 0. B. Localization 
of cc-CBD and cc-CBD-∆2 Rga4 fragments by TIRF-microscopy. See Movies 6-7 for time-lapse 
imaging and cluster tracking. C. Quantification of track duration, speed and fluorescence intensity 
for clusters of Rga4 fragment as in (B). The track duration of cc-CBD-∆2 clusters was significantly 
reduced, while their speed was significantly increased, consistent with shorter membrane residence 
time and faster lateral diffusion. The track duration times and diffusion coefficient implied by the 
measurements (displacement per time step ≈ (4𝐷𝑡)6/7) are in the same range as the median 𝑘&'' 
and D of the FRAP fits in Fig S4F. p-values calculated from student t-test with unequal variances. 
The fluorescence intensity per cluster was not altered, suggesting unchanged oligomerization 
properties, as predicted from truncation of the membrane-binding region.  
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Figure S8. Further characterization of minimal Rga4 fragments 
A. Localization of CRY2-CBD in cells grown in the dark and illuminated at time 0. B. Localization 
of cc-CBD and cc-CBD-∆2 Rga4 fragments by TIRF-microscopy. See Movies 6-7 for time-lapse 
imaging and cluster tracking. C. Quantification of track duration, speed and fluorescence intensity 
for clusters of Rga4 fragment as in (B). The track duration of cc-CBD-∆2 clusters was significantly 
reduced, while their speed was significantly increased, consistent with shorter membrane residence 
time and faster lateral diffusion. The track duration times and diffusion coefficient implied by the 
measurements (displacement per time step ≈ (4Dt)1/2) are in the same range as the median koff and D
of the FRAP fits in Fig S4F. The fluorescence intensity per cluster was not altered, suggesting 
unchanged oligomerization properties, as predicted from truncation of the membrane-binding 
region. 



 
 

	
	

 

Figure S9. Model calibration and dependence on parameters 𝒌𝒐𝒏, 𝛂, 𝑹𝒄𝒖𝒕𝒐𝒇𝒇,	 γ. 

A. Test of implementation of diffusion on a sphere. Change in polar angle due to diffusion 
maintains the correct scaling of particle displacement over time, regardless of the timestep. 
Colored curves show results of averaged mean squared polar angle displacement (in radians 
squared) for particles diffusing on a sphere with 𝐷 = 109;	µm7/𝑠, 𝑅 = 2	µm. Dashed lines show 
asymptotic limits at short and long times from (55). The colored curves overlap, each starting from 
the smallest time, 𝑡 = 𝑑𝑡. B. Limited vertical resolution of microscope, b, leads to varying fractions 
of the cell surface being observed at a given arc length, s. C. Test of Equation (4): if only events 
in a slab of height b are counted, sampling in 3D from 𝑃(𝑠) recovers the experimentally observed 
probability distribution, 𝑃,2E(𝑠), for both the endocytosis and exocytosis profiles. D. Varying 𝑘&( 
has no effect on the tip occupation ratio over the range of D and 𝑘&'' investigated, as expected. E. 
Lower (higher) values of the cutoff range of exocytosis/endocytosis, 𝑅FG"&'', leads to a reduction 
(increase) in tip depletion, along with reduction and leftward (increase and rightward) shift of the 
lateral peak. Other results in this paper used 𝑅FG"&'' = 2	µm. F. Parameter α (fraction of flowing 
membrane) affects tip depletion with lower (higher) values of α lead to enhanced (reduced) tip 
depletion and lateral peak. Other results in this paper used 𝛼 = 0.5. Increasing parameter γ leads 
to a reduced tip depletion and lateral peak as proteins are less influenced by the flowing lipids.   
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Movie legends 

 

Movie 1. Depletion of membrane-associated CRY2 at cell poles 

Spinning disk microscopy time-lapse of CRY2-mCherry, CIBN-mTag-BFP2-RitC and CRIB-
3GFP cells grown in the dark. Time 0 is the first timepoint after illumination. Images are at 30s 
interval. The UV channel (CIBN-mTagBFP2-RitC) was acquired every 4 timepoints. Depletion is 
observed at both poles of the three medial cells. Note that cells containing only CRY2-mCherry, 
which were used for normalization purposes, are also visible. Scale bar is 5µm. 

 

Movie 2. Depletion of membrane-associated CRY2 at division sites 

Spinning disk microscopy time-lapse of CRY2-mCherry, CIBN-mTag-BFP2-RitC and CRIB-
3GFP cells grown in the dark. Time 0 is the first timepoint after illumination. Images are at 30s 
interval. The UV channel (CIBN-mTagBFP2-RitC) was acquired every 4 timepoints. Depletion is 
observed initially at cell poles and then, as cells enter mitosis and prepare for cytokinesis, at mid-
cell, concomitant with CRIB-3GFP accumulation. Scale bar is 5µm. 

 

Movie 3. Simulation of membrane-associated protein depletion by membrane flows 

Simulation under static conditions (equal rates of membrane delivery by exo- and endocytosis), 
with koff = 10-5/s and D = 10-4 µm2/s showing depletion from the zone of exocytosis on the top of 
the sphere. 

 

Movie 4. Simulation showing lack of membrane flow-dependent depletion for a protein with 
fast membrane unbinding rate 

Simulation under static conditions (equal rates of membrane delivery by exo- and endocytosis), 
with koff = 10-2/s and D = 10-4 µm2/s showing absence of depletion from the zone of exocytosis on 
the top of the sphere. 

 

Movie 5. Localization of 3xRitC during the cell growth cycle  

Airyscan microscopy time-lapse of sfGFP-3xRitC and CRIB-3xmCherry in cells during mitotic 
growth. 3xRitC depletes from zones of growth labelled by CRIB at cell poles during interphase 
and repopulates the cell poles during mitosis when polarized cell growth stops. 3xRitC also 
transiently depletes from mid-cell, labelled by CRIB in pre-divisional cells until the initiation of 
septum invagination. White arrowheads show depletion zones. Scalebar is 5μm. 

 



 
 

	
	

Movie 6. Dynamics of Rga4 cc-CBD fragment in TIRF microscopy 

Tracking of cortical clusters of the Rga4 cc-CBD fragment in cells imaged by TIRF microscopy 
detected by TrackMate ImageJ plugin. Detected clusters are circles. All trajectories are shown. 

 

Movie 7. Dynamics of Rga4 cc-CBD-∆2 fragment in TIRF 

Tracking of cortical clusters of the Rga4 cc-CBD–∆2 fragment in cells imaged by TIRF 
microscopy detected by TrackMate ImageJ plugin. Detected clusters are circles. All trajectories 
are shown. 

 

Movie 8. Light-induced polarity establishment in rga3∆ rga4∆ rga6∆ optoGAP cells – 
example of monopolar growth 

Airyscan microscopy time-lapse of rga3∆ rga4∆ rga6∆ cells expressing CRIB-3GFP and 
optoGAP grown in the dark and illuminated with blue light from t = 0. OptoGAP, shown in 
magenta, initially decorates the entire cell periphery, with CRIB absent from the cell cortex. The 
cells initiate polarized growth, with depletion of optoGAP, and accumulation of CRIB in a 
restricted zone.  

 

Movie 9. Light-induced polarity establishment in rga3∆ rga4∆ rga6∆ optoGAP cells – 
example of bipolar growth 

Airyscan microscopy time-lapse of rga3∆ rga4∆ rga6∆ cells expressing CRIB-3GFP and 
optoGAP grown in the dark and illuminated with the blue light from t = 0. OptoGAP, shown in 
magenta, initially decorates the entire cell periphery, with CRIB absent from the cell cortex. The 
cells initiate 2 zones of polarized growth, with depletion of optoGAP, accumulation of CRIB in a 
restricted zone and outgrowth of a tube.  

 

Movie 10. Long-range movement of optoGAP in dividing in rga3∆ rga4∆ rga6∆ cells 

Airyscan microscopy time-lapse of rga3∆ rga4∆ rga6∆ cells expressing CRIB-3GFP and 
optoGAP grown in the light. OptoGAP, shown in magenta, strongly decorates the back of these 
monopolar cells, with the site of growth indicated by CRIB localization. As cells enter division, 
growth ceases, CRIB disappears from the cell pole and reappears at the division site. During cell 
division, optoGAP exhibits long-range movements away from the division site towards the 
previously growing cell end.  
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